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Objective: This study investigated the influence of mutual information (MI) on
temporal and dipole reconstruction based on independent components (ICs) derived
from independent component analysis (ICA). Method: Artificial electroencephalo-
gram (EEG) datasets were created by means of a neural mass model simulating
cortical activity of two neural sources within a four-shell spherical head model.
Mutual information between neural sources was systematicallyvaried. Results:
Increasing spatial error for reconstructed locations of ICs with increasing MI was
observed. By contrast, the reconstruction error for the time course of source activity
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was largely independent of MI but varied systematically with Gaussianity of the
sources. Conclusion: Independent component analysis is a viable tool for analyzing
the temporal activity of EEG/MEG (magnetoencephalography) sources even if
the underlying neural sources are mutually dependent. However, if ICA is used
as a preprocessing algorithm for source localization, mutual information between
sources introduces a bias in the reconstructed locations of the sources. Significance:
Studies using ICA-algorithms based on MI have to be aware of possible errors
in the spatial reconstruction of sources if these are coupled with other neural
sources.

Keywords EEG, independent component analysis, MEG, mutual information,
source reconstruction

INTRODUCTION

Independent Component Analysis (ICA) has become a frequently used tool in
the analysis of electroencephalogram/magnetoencephalography (EEG/MEG)
data. The general idea underlying the use of ICA is that by unmixing the
measured scalp potentials into independent components (ICs), the analysis of
a single neural source can be decoupled from all other sources. This is utilized
in a variety of applications, such as the single-trial analysis of brain dynamics
(Jung et al., 2001), or as a preprocessing step for source localization algorithms
(Zhukov et al., 2000). Recently, a concurrent EEG/fMRI (functional Magnetic
Resonance Imaging) recording demonstrated that ICA can reconstruct spatial
sources with high accuracy and that the major temporal characteristics of ICs
might be directly coupled to the BOLD-signal in a certain brain region (Debener
et al., 2005).

For ICA to be applicable to a given data set several basic requirements
have to be fulfilled (Comon, 1994). The postulation of linearity assumes
the measured electric/magnetic fields on the scalp to be formed by linear
superposition of the fields generated by the neural sources. Stationarity assumes
the probability density function (PDF) of the temporal activity of the neural
sources to be time invariant. The assumption of complete bases supposes that
the number of neural sources in the dataset may not outnumber the sensors
used for recording the data. Finally, statistical independence assumes that the
fields generated by the neural sources have to be mutually independent.

The linearity of the model is fulfilled in EEG/MEG analysis if only spatially
stationary sources are present (Nunez, 2005). This is in agreement with the
usual modelling of electric/magnetic fields of cortical columns by spatially
fixed current dipoles (Baillet et al., 2001). The stationarity of the model can be
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1536 A. NEUMANN ET AL.

achieved by randomly shuffling the data points in time.This leads to a temporal
activity having the same PDF over time, which can therefore be referred to
as quasi-stationarity. The assumption of having at least as many sensors as
neural sources is questionable in many practical applications, but will not
be considered further in this study (for a discussion see Grosse-Wentrup &
Buss, 2007; Li et al., 2006). The mutual independence assumption of neural
sources is questionable and might not be fulfilled in EEG/MEG analysis
(Jung et al., 2001) since neural generators might be closely coupled in their
activity over time. Whenever activity of two neural sources systematically
covaries over time, information about the PDF of the temporal activity of
one source can be inferred from knowledge about the PDF of the temporal
activity of the other source. This relation can be stated very adequately in
the mathematical term of mutual information (MI) (Cover, 1991). Yet, for
many neuroscientific problems, it is important to gain a stable and accurate
reconstruction even of sources that have a large overlap in their activity with
other sources. Therefore, it is of interest to investigate how the reconstruction of
EEG/MEG sources using ICA is affected, if the neural sources are not mutually
independent.

METHOD

In the present study, we investigated how certain degrees of MI influence
the spatial and temporal reconstruction of neural sources using ICA. For this
purpose, a platform for creating artificial EEG datasets was developed, allowing
for a direct control of several aspects like the amount of MI between neural
sources or the amount of noise introduced to the data. To investigate the effect of
MI on the quality of source reconstruction of ICs resulting from Infomax-ICA
(Bell & Sejnowski, 1995) the following procedure was applied:

1. Stimulus-related neural activity of two cortical columns was simulated using
a neural mass model (David & Friston, 2003). Modelling MI was achieved
by coupling the activity of the two columns. The degree of coupling was
varied systematically in order to generate sources with different amounts of
MI.

2. Artificial scalp potentials (forward solution) were calculated by placing two
current dipoles in a four-shell spherical head model, which were assigned the
temporal activity of the electric field generated by the two cortical columns
(further referred to as the original neural sources). In addition, 126 dipolar
sources with Gaussian noise activity were added to the source space. The
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resulting scalp potentials were further distorted by adding Gaussian noise
to each of the 128 sensors.

3. The forward calculated noisy scalp potentials were decomposed by
means of Infomax-ICA (Bell & Sejnowski, 1995) and reconstructed
using an equivalent dipole model as implemented in the DIPFIT toolbox
(Oostenveld & Oostendorp, 2002). The reconstructions included the spatial
location of the two sources as well as their time course of source
activity.

Neural Mass Model. The amount of MI was varied through the implemented
neural mass model described by David & Friston (see David & Friston,
2003 for a detailed description). Neural mass models simulate biologically
plausible signals by reducing the activity of millions of neurons to a few
single-state variables, approximating the average activity in certain cortical
areas or columns (mean field approximation) (Lopes da Silva et al., 1974).
The core parts of the cortical columns are described in Figure 1, consisting
of its input, its inner dynamics, and its output. The inner dynamics are
determined by the temporal activity of several neural populations within the
column.

In this model, three different neuronal populations [excitatory stellate cells
(1), inhibitory interneurons (2), and excitatory pyramidal cells (3)] compose
a cortical column. This structure aims at approximating real EEG data, since
it emphasizes the dynamic interactions between different neural populations.
Any present input stimuli alter the baseline activity of the model and therefore
also its output activity over time. The output activity of a column represents
its average rate of action potentials, computed by an average post-synaptic
membrane potential. In addition, each active column produces an electric field,
which forms the basis of the EEG potentials. Both, the electric field and the
rate of action potentials, are based on the input stimuli and the inner dynamics
of the column.

In order to generate neural activity of two sources, which are coupled by
a certain degree of MI, two identical cortical columns were used. These were
linked by feeding the average rate of action potentials produced by one column
to the input of the other column with a time delay of 15 min. The strength of
this connection was flexibly determined by a coupling parameter K ∈ [0, 1].
For K = 0 no coupling existed, and the dynamics of the two columns were
independent. A coupling parameter of K = 1 represented full coupling, i.e.,
the dynamics of one column was completely determined by the activity of the
other column.
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Figure 2. Mutual information of original neural sources for all datasets.

The input for the two cortical columns consisted of an impulse-like function
with additional white noise activity (David & Friston, 2003). The parameters
were adjusted in a way that the function peaked every 1.2 s. Each of these
peaks simulated a neural event, whereas the white noise represented unspecific
neural background activity. The first 200 min before the onset of each impulse
were considered as a baseline consisting only of background noise. A total
of 200 consecutive stimuli were generated, resulting in time series of 240 s.
The stimulus structure led to an electric field of both columns, approximating
event-related potentials (ERPs). These quasi ERPs were taken as the temporal
activity of interest of the two original neural sources. This way eleven datasets
of 240 s sampled at 200 Hz with K varying from 0 to 1 in steps of 0.1 were
created. The resulting MI between sources for different coupling strengths
was estimated using a histogram-based method (Moddemeijer, 1989) and is
shown in Figure 2. It is important to point out that coupling between sources
also altered the PDF of the temporal activity of the sources. More specifically,
stronger coupling led to a less Gaussian distribution (Figure 3).

Forward Solution. For the calculation of artificial scalp potentials a four-shell
spherical head model was used to map the locations, strengths, and orientations
of the sources to the positions of 128 EEG channels. It consisted of four
concentric and symmetric spheres (cortex, cerebrospinal fluid, skull, and
scalp) with the radii of 71, 72, 79, and 85 mm respectively, and conductivity
values of 0.33, 1, 0.0042, and 0.33 1/! respectively. Each neural source
was modelled by a current dipole placed inside the head model. For each
dipole, this resulted in a topography vector, defined by a location and
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1540 A. NEUMANN ET AL.

Figure 3. Kullback-Leibler distance of the temporal activity of the original neural sources to
maximum likelihood Gaussian distribution (zero meaning Gaussian distribution).

an orientation, describing the dipole’s projection to each electrode. Two
dipoles, corresponding to the original sources, were placed symmetrically
in the left and right hemisphere of the most inner sphere representing the
cortex. Furthermore, 126 dipoles with Gaussian distributed activity N (0, σ 2)
were spatially equally distributed on a sphere with the same radius as the
two original sources. The variance of the dipoles with Gaussian activity was
chosen to equal 5% of the variance of the original neural sources. These dipoles
served as noise sources, representing nonstimulus-related activity of the cortex.
All dipoles were oriented orthogonal to the scalp. Based on the linearity of
volume conduction, the corresponding scalp potentials at 128 electrode sites
(equidistant montage) were computed accordingly(Cuffin and Cohen, 1978).
The resulting scalp potentials were obscured with sensor noise for which
variance was set to 1% of the variance of the noiseless electrode potentials. The
scalp potentials were calculated for all simulated time series of neural activity.
This resulted in eleven datasets for varying degrees of MI between the two
original neural sources.

ICA Reconstruction. Due to the popularity in the EEG/MEG community, the
extended Infomax-algorithm (Lee et al., 1999), as implemented in EEGLAB
(Delorme & Makeig, 2004), was used for estimating the original neural sources.
The Infomax-algorithm (Bell & Sejnowski, 1995) was applied to each of the
eleven generated datasets, resulting in estimates of the topography and the
temporal activity of the underlying sources for each coupling strength. Note
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that the Infomax-algorithm aims to maximize temporal independence, even
if the underlying sources are not independent and returns as many source
and topography estimates as sensors being used (Bell & Sejnowski, 1995).
Consequently, it was necessary to identify the two ICs representing the original
sources from the 128 estimated ICs. This was done by utilizing the fact that
the Infomax-algorithm is blind to Gaussian sources. If applied repeatedly to
the same dataset with randomized initial conditions, only the non-Gaussian
sources are reconstructed consistently. All sources with Gaussian distribution
on the other hand are randomly mixed together, and thus cannot be consistently
reconstructed (Grosse-Wentrup & Buss, 2006). Since the two original sources
were the only sources with a non-Gaussian PDF, the two ICs that could be
reconstructed most consistently represented the two original neural sources. The
actual procedure used for measuring the consistency of each IC is described in
(Grosse-Wentrup et al., 2005). A total of 20 repititions of the Infomax-algorithm
were applied to each of the datasets to identify the original neural sources. The
topographies of the two ICs representing the original neural sources were
used to independently estimate the origin of each original neural source in the
four-shell spherical head model with a single current dipole as described in
(Delorme & Makeig, 2004).

RESULTS

The major results of the present study can be outlined as follows: Higher
MI led to a monotonic increase of the spatial reconstruction error. This was
primarily due to a biased reconstruction of source locations toward the centre
of the head. Reconstruction of the temporal activity of the neural sources,
on the other hand, was not strongly influenced by MI between sources, but
was primarily determined by the PDF of the neural sources. Better temporal
reconstruction was achieved for less Gaussian sources. Consequently, good
temporal reconstructions were obtained in spite of high MI.

The resulting positions of the reconstructed original neural sources for the
different coupling strengths and the corresponding mean spatial reconstruction
errors are shown in Figure 4.

As can be seen in Figure 4a, the spatial reconstruction error increased with
MI between the sources. The lowest spatial reconstruction error of 4.5 mm
was attained for no coupling (K = 0), and the highest reconstruction error of
32.8 mm for full coupling (K = 1). Figure 4b shows the reconstructed and
the true locations of the sources in the spherical head model. Note that the
reconstructed locations moved toward the centre of the head with increasing

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
C
D
L
 
J
o
u
r
n
a
l
s
 
A
c
c
o
u
n
t
]
 
A
t
:
 
1
7
:
2
1
 
1
9
 
F
e
b
r
u
a
r
y
 
2
0
0
9



1542 A. NEUMANN ET AL.

Figure 4. (a) Spatial reconstruction error. (b) Original (stars) and reconstructed (circles) positions
of the two original neural sources. The darker the circles the higher the mutual information.

MI. Even though it is a general characteristic of all dipole source reconstruction
algorithms to tend to model noisy data deeper inside the head than they actually
are, this offers an additional explanation for the observed tendency of ICA to
reconstruct sources too deep inside the head (Makeig et al., 2004): if sources
are not independent, the topography of an IC will be slightly mixed with
the topography of another source. This leads to less focussed, broader source
topographies, which, due to volume conduction, can be better explained by
dipoles deep inside the cortex (Nunez, 2005).

The accuracy of the reconstructed-activity time course was evaluated
by calculating the signal-to-noise-ratio (SNR) between the true and the
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Figure 5. Signal-to-noise ratios of the temporal reconstructions of the original neural sources for
all datasets.

reconstructed temporal activity. The SNR, measured in dB, was calculated
as 10 times the logarithm of the ratio of the variance of the true temporal
activity and the variance of the error of the true and the reconstructed temporal
activity. Due to scale indeterminacy of ICA the temporal activity of the original
and the reconstructed sources was normalized before computing the SNR. The
resulting SNR for each of the coupling strengths is shown in Figure 5.

Regarding the quality of the temporal reconstruction, it can be seen in
Figure 5 that the SNR does not primarily depend on the coupling strength.
More specifically, the highest SNR is achieved for a large MI and strong
coupling (K = 0.8). For full coupling (K = 1), however, the sources cannot be
reconstructed, as can be seen by a steep drop in SNR for the highest amount of
MI.

These observations can be explained by the following considerations.
Theoretically, ICA requires mutually statistically independent sources. Yet,
the Infomax-algorithm separates sources by only minimizing the MI between
them, regardless of whether it can actually be reduced to zero or not. If the
original sources are indeed not statistically independent, this procedure can still
lead to good estimates of the temporal source activity. On the other hand, the
steep drop in SNR for full coupling (K = 1) can be explained by the fact that
in this case the relationship between the temporal activity of the two sources
becomes deterministic and therefore both have precisely the same temporal
activity. It is furthermore interesting to point out that the quality of the temporal
reconstruction correlates with the PDF of the original neural sources for the
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different coupling strengths. The less Gaussian the original neural sources, the
better the temporal reconstruction by ICA (as long as the relationship between
the sources is not deterministic). This is explained by the fact that minimization
of MI is strongly related to maximization of non-Gaussianity (Cardoso, 2003).
Consequently, the less Gaussian the original neural sources, the more easily
these sources can be reconstructed by ICA algorithms based on MI such as the
Infomax-algorithm.

DISCUSSION

Summarizing the results, a strong correlation between MI and spatial
reconstruction error was found. This reconstruction error was manifested
by a shift of the reconstructed source locations toward the centre of the
head with increasing MI between sources. The temporal reconstruction, on
the other side, was largely independent of MI between sources as long as
their relationship was not deterministic. Instead, the quality of the temporal
reconstruction was correlated with the non-Gaussianity of the original sources.
Higher non-Gaussianity of the original sources led to a better reconstruction of
their temporal activity.

These results should be considered for the utilization of ICA in the analysis
of EEG/MEG data. If ICA-algorithms based on MI are used, the quality of the
temporal reconstruction is only marginally affected by coupling between neural
sources. Regarding the spatial reconstruction, an error is likely to be introduced
into the estimated location of sources if these are coupled with other neural
sources. However, it has to be noted that the results presented here depend
at least partly on the parameter settings used like the ratio between sensor
noise variance and noiseless electrode potentials. This ratio might change over
recording time and between channels. Further, the simulation of only two
bilateral sources is not reflecting the high number of cortical and artifactual
EEG sources with non-Gaussian activity distributions observed in real EEG-
recordings. Nonetheless, the basic approach used in the present study focused on
a minimal model to systematically analyse the influence of mutual information
on the accuracy of the time course and spatial reconstruction of ICs derived from
ICA. Further simulation studies using varying model parameters and numbers
of sources to systematically analyze the influence of mutual information in ICA
decompositions are necessary.
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