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Abstract
ticogram ECoG  recorded from subdural electrodes. To make BCls practical the classifiers for discriminating different brain states must

The input signals of brain-computer interfaces BCls may be either scalp electroencephalogram EEG  or electrocor-

have the ability of session-to-session transfer. This paper proposes an algorithm for classifying single-trial ECoG during motor imagery of
different sessions. Three features derived from two physiological phenomena movement-related potentials MRP  and event-related
desynchronization ERD  and extracted by common spatial subspace decomposition CSSD and waveform mean are combined to per-

form classification tasks. The specific signal processing methods utilized are described in detail. The algorithm was successfully applied to
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Data Set I of BCI Competition III and achieved a classification accuracy of 91% on test set.

Keywords brain-computer interface BCI
movement-related potentials MRP

A brain-computer interface BCI is a communi-
cation system that does not depend on the normal out-

put pathways consisting of periphery nerves and mus-

cles ' . BCI transforms mental intentions into control
commands by analyzing the bioelectrical brain activi-
ty. The technique can help patients totally losing vo-
litional motor ability but having intact cognition
e.g. people with amyotrophic lateral sclerosis
cerebral palsy or locked-in syndrome and realizing
the control of external facilities motor neuroprosthe-
to improve their living

sis wheelchair and so on

quality * .

In the past decade BCI technology has got devel-
oped rapidly. However most human BCI research
EEG

ings. Due to the low signal-to-noise ratio of EEG the

focused on electroencephalographic record-
classification accuracy and consequent information
transfer rate of EEG-based BCls are still low. One
method to boost classification accuracy is to improve
the quality of input signal of a BCI system. Compared
ECoG
ings derived from surface of the cortex have the ad-
vantages of higher signal-to-noise ratio and better spa-
tial resolution and thus may be used as a feasible al-
ternative of BCI signal source * *

to EEG data electrocorticographic record-

electrocorticogram ECoG
event-related desynchronization ERD .

session-to-session transfer feature combination

Some researchers have already been interested in
ECoG-based human BCls. Lal et al. investigated
BCls based on ECoG data. By developing a machine
learning method for feature and channel selection
they achieved a classification accuracy of 82.5% for
two cognitive tasks on a subject using 1.35s data with
only two channels 3 . Leuthardt and his colleagues
demonstrated for the first time that ECoG activity can
enable users to control a one-dimensional computer
cursor rapidly and accurately. In addition they were
the first to identify ECoG signals that were related to
different kinds of motor and speech imagery * .

To promote the development and practicality of
ECoG-based BCls the organizers of BCI Competition
111 provided an ECoG data of imagined movement of
left small finger or tongue in which the training set
and test set were recorded in two different sessions
and required the contributing algorithms to have the
ability of session-to-session transfer 1i.e. a classifier
that was trained on the first day can correctly classify
data recorded during following days > . Since the sub-
ject might be in a different state concerning motiva-
tion fatigue etc. the subject’ s brain will show dif-
ferent electric activity. This brings about the difficul-
ty in designing classifiers and therefore is the thrill in
Data Set I of the BCI Competition III.

% Supported by National Natural Science Foundation of China Grant No. 60318001 and Beijing Natural Science Foundation Grant No. 3051001
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1 Methodology

It has been shown that the execution prepara-
tion and even imagination of movements result in
similar changes of brain state © 7 . Movement-related
MRP and event-related desynchroniza-
tion ERD are two basic electrical physiological phe-
nomena that are activated by limb movement or imag-
ined movement. MRP and ERD reflect different as-
pects of sensorimotor cortical processes while record-
ings from subdural electrodes demonstrate behavior

potentials

analogous to EEG data®’ . These electrophysi-
ological features can be used as the basis of classifying

ECoG data of imagined finger and tongue movement.

The key issue of the present competition task is
that the training set and test set came from different
sessions with about one week in between. Thus the
corresponding brain states may differ. Fig. 1 shows
the averaged amplitude spectra of all trials from each
task motor imagery of either left little finger or
tongue in the training set and from both tasks in the
test set on individual channels. Since the curve from
the test set is the averaged amplitude spectra of the
two tasks it should lie between the two curves from
the training set if the subject’ s brain state did not
change. However as shown in this figure the ave-
raged amplitude spectrum of test set is far above that
of the training set. This implies that the brain state
of the subject varied significantly from the training
session to the test session.
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Fig. 1.  The averaged magnitude spectra of all trials from each

task motor imagery of either left little finger or tongue in the
training set and from both tasks in the test set on individual chan-
nels. Since the curve from the test set is the averaged magnitude
spectra of two tasks it should lie between the two curves from the
training set if the subject’ s brain state did not change.

Our consideration for this problem was if the
spatial distribution of brain electric activity of the

subject did not change in the two sessions with the
sole increase or decrease in magnitude this might not
pose a serious problem. Thus the following analysis
was based on this assumption and its validity should
be confirmed by the result of the analysis. The im-
pact of the magnitude change on classification can be
alleviated by normalizing the features used for classifi-
cation. In addition the combination of multiple fea-
tures might contribute to increasing classification ac-
curacy.

Our procedures of classifying single-trial ECoG
recorded during motor imagery of the left little finger
or tongue with session-to-session transfer are summa-
rized in Fig. 2. It consists of the following steps

1 The multichannel ECoG was preprocessed by
reducing the sampling rate selecting a suitable refer-
ence and intercepting the acquired sequence

2 two different frequency bands were selected
to obtain MRP and ERD signals using low pass 0—3
Hz and band pass 8—30 Hz filters respectively

3 three features were extracted from the above
two frequency bands. Two features were derived by
common spatial subspace decomposition CSSD and
Fisher discriminant analysis FIDA  and the third
one was obtained from the mean value of sample
points and FDA

4 these three features were concatenated and
SVM for

fed into a linear support vector machine
classification.

Each of these steps is discussed in more detail in
the following sections.

1.1 Data acquisition and preprocessing

During the BCI experiment a subject had to
perform imagined movements of either left small fin-
ger or tongue. The electrical brain activities were col-
lected during these trials using an 8 X 8 ECoG plat-
inum electride grid which was placed on the contralat-
eral right motor cortex. Each trial was recorded for
3s duration and all recordings were performed with a
sampling rate of 1000 Hz. After amplification the
recorded potentials were stored as microvolt values.
The given data set includes a training set of 278 trials
with labels and an unlabelled test set of 100 trials. A
detailed description of the Data Set I in BCI Competi-
tion III can be found in 3 5 .
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Fig. 2.  Procedures for classifying single-trial ECoG during motor imagery of left little finger or tongue with session-to-session transfer.

The given time series is 3000 sample points per
trial. In order to save computational load and reduce
the requirement for memory all training and test tri-
als were downsampled to 300 points by decimation.
To enhance the differences between these two tasks

and reduce the effect of artifacts common average

reference CAR ' was used to re-reference the re-
sampled data.

A time window was applied to intercept the data
segment from the 31st to 250th points for further
analysis. As shown in Fig. 3 the classification per-
formance depends upon the selection of data segment
used for classification. Fig. 3 a shows the relation-
ship between classification accuracy of feature f, de-
fined in the following section and the starting point
of time window for analysis while the ending point is
fixed at 300. Fig. 3 b

between classification accuracy of f, and the ending

illustrates the relationship

point of the time window while the starting point is
fixed at 1. The original training set was randomly
split into subsets for training and validation. The fig-
ure demonstrates that classification accuracy increases
monotonically with the length of time window except
at the beginning and ending parts of the data. Inclu-
sion of these two parts of data 1st—30th point or
251st—30th point would make classification accura-
cy decrease and unstable. Hence the time series of
220 points 31st—250th point were chosen for fea-
ture extraction to ensure high classification accuracy.

1.2 Feature extraction

Feature extraction is a crucial step in pattern
recognition. The classification performance mainly
depends on whether one extracts the most discrimina-
tive information. If a single feature does not achieve
satisfactory classification results several features can
be combined to improve the classification performance
provided that they are mutually independent.
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Fig. 3. a The relationship of classification accuracy of feature
/5 and the starting point of data the ending point is fixed at 300
b the relationship of the classification accuracy of feature f, and
the ending point of data the starting point is fixed at 1 . The origi-

nal training set was randomly split into subsets for training and vali-
dation.

Although MRP and ERD originate in similar
cortical regions and share some common timing fea-
tures their magnitude and spatial distribution are dif-
This suggests that these
two features are independent. Thus their combina-

ferent from each other ’ .

tion can provide complementary information and con-
sequently enhance classification performance.

The following four steps were used to extract
feature f

1 The preprocessed data were low pass 0—3
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Hz filtered to obtain MRP signals

2 the mean of MRP signals was removed to in-
crease the signal difference between the two tasks

3 two spatial filters were estimated by CSSD
using training data and applied to the data obtained
from the previous step to extract source components
related to each task

4 features were defined on the basis of source
components and projected onto one dimension by
FDA to get feature f.

The procedure to extract source components is
described below. Two different cognitive tasks
imagined movements of either left little finger task
A or tongue task B were conducted during the
experiment. Hence there are different kinds of in-
formation embedded in the ECoG data those specific
to task A or task B and those common to the two
tasks including noise. Thus the multi-channel ECoG
signals X, from task A and X;; from task B can
be modeled as

N 1
. Ss
Xy= CuCe g 2

where S, and Sy are the sources specific to task A
and task B respectively C, and Cj are their corre-
sponding spatial patterns S is the common source
Cg is its corresponding spatial pattern. The purpose
of CSSD is to estimate two spatial filters which can
be used to extract source components S, and Sy

Sy = FaX, 3

Sy = FpX, 4
where F, and Fy, are the spatial filters corresponding
to task A and task B respectively. These two source
components contain important information for dis-
criminating task A and B. CSSD is based on the si-
multaneous diagonalization of the two spatial covari-
ance matrices of X, and Xp. Principal component
analysis PCA and spatial subspace analysis are ap-
plied to the two diagonalized covariance matrices to
estimate two spatial filters. These two spatial filters
are optimal in the sense that they extract task-related
components and eliminate common components.

Computation step and detailed description about
CSSD can be found in 11 12 .

Having derived source components we can de-

fine features v,, and v,. Assume that task A caused
a relatively increased ECoG variance over the specific
area of the brain and the variance of the source com-
ponent filtered by F',, was greatly enhanced compared
to that filtered by F;; and wvice versa. Given a spa-
tio-temporal signal matrix x of a multichannel ECoG
with an unknown label two runs of spatial filtering
by F, and F; respectively were applied. Then fea-
tures v, and v, were defined as

var [, X

o1p = log var F|,X +var F ;X 5
var F ;X

o = log var Fj, X +var F ;X 6

Both v, and v, range between 0 and 1 before the
logarithmic operation. Theoretically v, will be e-
qual to zero for trials of task B and equal to one for
trials of task A. Contrary results will be obtained for

v;p- Note that it is the normalization that alleviates

the influences of the magnitude or power distinction
of brain signals from different sessions on classifica-
tion accuracy. The logarithmic operation is done in
order to make the distribution of elements in v, and
v, more Gaussian.

When CSSD is used for extracting features a
few most important spatial patterns i.e. columns of
inverse of the spatial filter matrix can be selected ac-
cording to their contribution to classification accura-
cy. For the special case of extracting f|, two spatial

patterns were chosen. Therefore a feature vector of

11 2 2
V1A 1B Y1A V1B
structed where superscript 1 and 2 denote the index

) ) _ T
four dimensions v, = was con-

number of chosen spatial patterns T represents
transpose operation.

The procedure to extract feature f, is similar to

that of extracting f| except that i the frequency

filtering is band pass 8—30 Hz rather than low pass
0—3 Hz ii the mean of filtered signals does not
three spatial patterns

are chosen instead of two. Thus a feature vector of
1 1 2 2 3 3 T

Upa Uz Uop Uop Uop Yo WAS

created where superscript 1 2 and 3 represent the

need to be removed and iii

six dimensions v, =

index numbers of chosen spatial patterns.

The same low pass filter as that for extracting f
was adopted to obtain MRP signal for extracting fea-
ture f5. Unlike the former two features feature f;
was constructed by choosing 18 electrodes 12 14

18 21—24 29—32 37—40 and 46—48 and com-
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puting the means of all sample points of each trial on
selected electrodes. These electrodes were selected ac-
cording to averaged power difference of trials between
the two tasks on each electrode. Thus a feature vector

of 18 dimensions vy = m,m, m = was first ob-
tained for one trial where m; i=1 2 18 is the
mean magnitude of each trial on each selected elec-
trode. To mitigate the effect of the magnitude change
of ECoG signal from different sessions on classifica-
tion accuracy v; was normalized into —1 +1 on

each dimension.

The preprocessed data were filtered forwardly
and reversely to avoid phase distortion in the above
frequency filtering steps. The filters were digital low
pass or band pass filters of Chebysheve type I.

/> and f5 will be obtained by re-
ducing the dimensionality of feature vectors v, v,

Features f;

and v, respectively in the next section.
1.3 Dimensionality reduction

In principle feature vectors v, v, and v; can
be concatenated to make a feature vector of 28 dimen-
sions and then fed to a classifier. However given
limited training samples high dimension is not de-
sired for an SVM classifier. The higher the dimension
of input vector is the poorer the generalization abili-
ty. Hence we did not concatenate these three feature
vectors directly. Instead we further reduced their di-

mensions to one using FDA.

FDA is a linear discriminant analysis whose pur-
pose is to project data from high dimension onto a line
so that the new data in one-dimensional space is more
manageable. To obtain good separation of the projected
data FDA maximizes the difference of the sample
means between two classes and minimizes the total
within-class scatter of the projected samples. Three

feature vectors v, v, and v, were projected to one

:w}‘vi-i'bi i=123
where weights w, and biases b, were estimated by

dimension according to f;

1

FDA using training data T is the transpose opera-
tion and f; denotes the three features in one dimen-

sion.
1.4 Classification

Three one-dimensional features were concatenat-
ed together to form a three-dimensional feature vector

= fif2/5 T which was normalized into —11 at

each dimension and fed into an SVM for classifica-
tion. A linear kernel was applied and the regulariza-
tion parameter was determined by 10 X 10-fold model
parameter cross validation. Linear classifiers were
adopted because they are generally more robust and
have better generalization performance than nonlinear

classifiers when finite training samples are avai-
13 14
lable .

SVMs are the milestone of machine learning field
in the past decade which in theory ensure optimal
classification performance. Conceptually SVMs sep-
arate data by trying to find such an optimal hyper-
plane that maximizes the margin between the nearest
samples of the two categories. In the case when the
two classes are not linearly separable a slack variable
must be given to ensure the problem solvable. This
gives rise to the following SVM optimization problem

min % [ w”2+c‘25{

sty wx,+b =1-6 £>0Vi

7

where wv b & and ¢ are weight bias slack vari-
able and regularization parameter respectively x; is a

data vector 1i.e. a three-dimensional feature vector in
this work and y; is its label. The basic idea of SVMs

is discussed in detail by Vapnik " .
2 Results

Using 10 X 10-fold cross validation the classifi-
cation results of single features and their combination
on training set are listed in Table 1. In the table the
classification accuracy of single features was obtained
by FDA while that for feature combination was
achieved by SVMs. The best classification accuracy of
95% was obtained in the case of feature combination.

Table 1.  The classification accuracy and standard deviation
% rounded of single features and their combination on train-
ing set

Feature i )2 NER SR P
Classifier FDA FDA FDA SVM
Classification accuracy 91+6  90+5 80+7 95+4

The predicted labels of test set were decided by
bagging
ting” procedure '° . Bagging utilizes different train-

the acronym of the“ bootstrap aggrega-

ing subsets each created by subsampling the original
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training set to train multiple component classifiers
and the final classification decision is based on the
vote of each component classifier. Specifically 90 %
of training samples were drawn randomly each time to
construct one SVM classifier and 100 component clas-
sifiers were constructed by repeating the subsam-
pling. The predicted labels of test set were deter-
mined by voting of these 100 classifiers. Bagging was
adopted to avoid unstable classification results caused
by the performance variation of classifiers obtained
from different learning set. Fig. 4 shows the classifi-
cation results of the training set and test set from one
SVM classifier before computing the sign i.e. before
making final decision .

r "
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%D # Trained task B * + -
| O Predicted task A %
on o
=) L5 ® Predlcted task B * Froow :
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Fig. 4. The classification results of training set and test set from
one SVM classifier before computing the sign i.e. before making
final decision . The cycles and asterisks represent trials of task A
and task B in the training set respectively while the squares and
five-pointed stars denote trials of predicted task A and task B in the
test set respectively.

The final classification accuracy of test set is
91% which was announced by the competition orga-
. This result ranks first among
27 contributions from the whole world. Taking into

nizers on the website >

account that the electrode grid was not placed for
BCIs the subject did not recover totally from implan-
tation operation and more importantly the data set
was derived from different sessions the classification
accuracy could be said to be high.

3 Discussion

The issue of session-to-session transfer is of great
importance for BCI research and for constructing a
practical BCI system. Without the ability of session-
to-session transfer BCls have to update the algorithm
from time to time which is troublesome and will

make BCls difficult for practical use.

After the disclosure of test set labels we re-clas-
sify the test data using single features. The classifica-
tion accuracy is 73% 87% and 55% for f| f, and
/5 respectively. The significant decrease of the accu-

racy rates of features f| and f3 from the training set
to test set see Table 1 suggests that the features de-
rived from MRP signal were unstable and its spatial
distribution varied from training session to test ses-
sion. In contrast the slight drop of the accuracy rate
of feature f, suggests that the feature obtained from
the ERD signal is relatively stable and its spatial dis-
tribution can be thought to be basically unchanged
from session to session.

Figs. 5 and 6 show the most important spatial
patterns of MRP and ERD signals of the two tasks
from the training set and the test set respectively.
The spatial patterns are derived from the first column
of the inverse of the spatial filter F, and the last
column of the reverse of the spatial filter F;. These
two figures illustrate the spatial distributions of ECoG
over the 8 X 8 electrode grid each square denotes an
electrode . Comparing Fig. 5 a with ¢ and b
with d  we found that the spatial distributions of
MRP signal changed considerably in the two different
sessions. In contrast Fig. 6 shows that the spatial
distribution of ERD signals is basically unvaried the
focus of spatial patterns is almost at the same elec-
trodes .

(a) Task A from training set (b) Task B from training set

1.0
2 2 0.5
0.5
4 4 0
6 # 6 -0.5
8 -05 8 -1.0
2 4 6 8 2 4 6 8

(c) Task A from test set (d) Task B from test set

r 1.0 1.0
2 0.5 0.5

2
|
4 3 4 - 0
6f 6
05 -0.5
8 8 | ]
8

Fig. 5. The most important spatial patterns of MRP signals.

CSSD compares the variances of the source com-
ponents of two tasks in different spatial patterns. If
the spatial distributions of these brain signals do not
change in different sessions e.g. ERD signals the
method can give good classification result. However
if they do vary from one session to another e.g.
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MRP signals

crease significantly.

the classification performance will de-
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Fig. 6. The most important spatial patterns of ERD signals.

The variation of the brain signals from the train-
ing set to the test set caused the classification line of
single features to shift towards one task on the test
set. The label ratio of two tasks yielded by f classifi-
cation is 39 61 while that by f, classification is 60
40. Thus the classification accuracy on the test set
would decrease significantly if only single features
were employed. However different features are com-
plementary and their combination can balance the
shift of classification line. The final label ratio 51 49
of the two tasks proved the benefit of feature combi-
nation. In addition the best classification accuracy of
single feature is 87% on the test set while classifica-
tion accuracy of the combination of three features is
91% which further verifies the advantage of feature
combination.

In order to get the best classification result tem-
poral frequency and spatial characteristics must be
considered simultaneously. The selections of time
window frequency band and electrodes must meet
the need of contributing to increased classification ac-
curacy. The selection of time window has been dis-
cussed in data preprocessing section. In frequency do-
main the influence of frequency band on the classifi-
cation accuracy of f| and f5 is trivial while that on
classification accuracy of f, is significant. We tested
several different subbands for each feature and the op-
timal {requency bands were 0—3 Hz for features f;

and f5 and 8—30 Hz for feature f,.

Spatial characteristics should also be treated care-
fully. The extraction of f; depended directly on elec-

trode selection while the choice of spatial patterns of
features f| and f, had great effect on classification
performance. If optimal electrodes or spatial patterns
were not chosen properly the classification accuracy
would have degenerated. Features f| and f, were ex-
tracted by CSSD with all 64 channels employed. We
had ever tried to choose 10 optimal electrodes for f,
extraction and its classification accuracy on training
set was 88.5% a little poorer than that of using all
channels. Because CSSD is capable of lead selecting
and denoising manual electrode selection may be un-
necessary.

The high classification accuracy demonstrates
that ECoG-based BClIs have great potential of applica-
tion and the problem of session-to-session transfer
may not be an intractable one.
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