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Context

* In all cases, data collection consists in recording electromagnetic events
over the whole brain and for a relatively long period of time, with
regards to neural spiking.

* In the majority of cases, data analysis consists in looking where we have
signal and restrict our analysis to these channels and components.

» Are we missing the forest by choosing working on a single (or a few)
tiicE

» By analysing where we see an effect, we increase the type 1 FWER
because the effect is partly driven by random noise (solved if chosen
based on prior results)

Rousselet & Pernet — It's time to up the Game Front. Psychol., 2011, 2, 107



Context

* Most often, we compute averages per condition and do statistics on peak

latencies and amplitudes
* Several lines of evidence suggest that peaks mark the end

of a process and

therefore it is likely that most of the interesting effects lie in a component

before a peak

* Neurophysiology: whether ERPs are due to additional signal or to phase

resetting effects a peak will mark a transition such as neu

rons returning to

baseline, a new population of neurons increasing their firing rate, a population

of neurons getting on / off synchrony.

e Neurocognition: reverse correlation techniques showed t
component reflects the integration of visual facial features re

nat e.g. the Niyo
evant to a task at

hand (Schyns and Smith) and that the peak marks the end of t

NiS process.

Rousselet & Pernet — It's time to up the Game Front. Psychol., 2011, 2, 107



Context

* Most often, we compute averages per condition and do statistics on
peak latencies and amplitudes

»Univariate methods extract information among trials in time and/or
frequency across space

» Multivariate methods extract information across space, time, or both,
in individual trials

» Averages don't account for trial variability, fixed effect can be biased -
these methods allow to get around these problems

Pernet, Sajda & Rousselet —Single trial analyses, why bother? Front. Psychol., 2011, 2, 322



Overview

SpringerTexts in Staistia

» = Setting up a study (again)

* Fixed, Random, Mixed and Hierarchical
* A extreme example

* GLM overview

* Weighted Least Squares for EEG

(not covered in the talk but you have it
here anyway)

- Review results / set 2" level

* A word on designs

Ronald Christensen

The Theory of Linear Models



STUDY

The Steinberg Experiment



Quick overview

* Sternberg working memory task
* Ignore/Memorize = Maintain = Probe
* 8 items each time -2 variable load to memorize

* Load your study from yesterday

* Precompute single trials

* If ICA, do the clustering

* Create a design and run it through the LIMO EEG toolbox




Creating a study and LIMO stats

id EEGLAB v14.x (dey

File | Edit Tools Plot Study
_ Create a new STUDY set
Import data 4

) STUDY set name: Steinberg
Import epoch info

Import event info STUDY set task name:
Export or load an existing STUDY set notes:
Load existing dataset Import data™

Save current dataset(s) Load existing dataset”

Save current dataset as dataset filename browse subject session condition Select by r.v.
Clear dataset(s) .
carcanese - R E:\STUDY\S01\Ignore.set S01 ighore All comp.

Create study Using all loaded datasets
Load existing study Browse for datasets E\STUDY\S01\Memorize.set S01 memorize All comp.

Save current study Simple ERF STUDY EASTUDY\S02\Ignore.set ignore All comp.

Save current study as ve dataset™ (save dataset)

Clear study / Clear a : "Edit > Select data”

Memory and other options 3: "Tools > Reject

History scripts *: "Tools > Extract epochs” Ze. Memborize All comp.
Manage EEGLAB extensions *

|

|
|

E\STUDY\S02\Memorize.set mermorize All comp. ‘
EASTUDY\S03\Ignore.set J Ignore All comp. ‘

l

|

|

|

2line: "Tools > Remove . Ignore All comp.
"Tools > Run ICA"™

Memjorize All comp.

Ignore All comp.

Memnorize All comp.

Aportant note: Removed datasets will not be saved before being deleted from EEGLAB memory

< Page 1 =
ISSUE: Make sure the condition names i —

are th e same fo ra | | SuU bJ ects Update dataset info - datasets stored on disk will be overwritten (unset = Keep study info separate).
iy e Delete cluster information (to allow loading new datasets, set new components for clustering, etc.)
(case sensitive)

Cancel




Creating a study and LIMO stats

p - — PEI‘ —
1) EEGLAB v14x (de = Save current study as

|. File-‘ Edit Tools Plot Study Datasets Help =

Currently a small bug, there is no name saved
(ie ‘save current study’ doesn’t work and nothing
is saved by default)

Load existing study

Save current study

Save current study as

Clear study / Clear all
Memory and other options

History scripts 4

Manage EEGLAB extensions * e 7 to precluster
Quit



Creating a study and LIMO stats

2 Edit STUDY design - pop studydesigr

File Edit Tools Plot Datasets Help
Edit study info

Select/Edit study design(s) =
Precompute channel measures Select STUDY dESIgn New Rename Delete Design Matrix

——STUDY set: ¢

Study filens Plot channel measures .
Linear MOdeling EEG Data (LIMO/Channels) ~ * STUDY .design 1
Study task r 9

of subjed Precomputz_e com[:_no_nent measures
PCA clustering (original)

Edit/plot clusters

of sessic LInear MOdeling EEG Data (LIMO/Components) *

of groups Cluster components by correlation (CORRMAFP) v|Resave STUDY

Epoch consistency yes

of condit

Channels per frame 69,70,71

— Edit selected design
Independent variables

Channel locations yes

Subjects

Clusters 1 New Import Edit Delete

Status Ready to precluster

Total size (Mb) 174.2

Delete all pre-computed datafiles for this STUDY design

Web help Cancel




Creating a study and LIMO stats

§ =4 Design Matrix: STUDY.design 1 .
e R RNE=—=] &1 tciit 57UDY design — pop studydesign

Select subiect Sort bv: Value on Click
501 - Ignore 1

Desian Matrix

condition-lgnore condition-Memorize constant SEIECt STUDY dESign

New Rename Delete Design Matrix

STUDY.design 1

v/ Resave STUDY

Edit selected design
Independent variables New e Edit Delete Subjects

2
Regressors

Delete all pre-computed datafiles for this STUDY design

Web help Cancel




Creating a study and LIMO stats

¥a Select and compute compone g

File Edit Tools Plot Datasets Help
Edit study info Pre-compute channel measures for STUDY 'Steinberg’

_ ¢
STUDY set: ¢ Select/Edit study design(s)

P te channel . . — .
TECOMPLTE Charine’ measures Spherical interpolation of missing channels (performed after optional ICA removal below)
Study filens Plot channet measures

Linear MOdeling EEG Data (LIMO/Channels) . Remove ICA artifactual components pre-tagged in each dataset

Precompute component measures
PCA clustering (original} Remove artifactual ICA cluster or clusters (hold shift key)

Study task r
Nb of subjec

e Edit/plot clusters

Nb of sessic Linear MOdeling EEG Data (LIMO/Components) *

Nb of groups Cluster components by correlation (CORRMAP)
List of measures to precompute

Fpoch consistency yes
Channels per frame 69,70,71 v ERPs Baseline ([min max] in ms)

Channel locations yes pOWEf spectrum ISpECI“DdE', I'-'T, [ ogt'a SI, 'D_-_--
Clusters 1

ERP-image 'nlines’, 10,'smoothing’, 10

Status Ready to precluster

Total size (Mb) 185.5 ERSPs _|

ITCs j

'cycles’, [3 0.8], 'nfregs’, 100, 'ntin

v Qverwrite files on disk

Help Cancel

saves .daterp files = single trials




Creating a study and LIMO stats

£ Linear MOdeling [ ——

Linear MOdeling of EEG data of design1

Plot ‘Study Datasets Help

Edit study info (Use STUDY design interface to switch to a different design)

LY
STUDY set: ¢ Select/Edit study design(s)

Precompute channel measures
study filensz Plot channel measures Input data to use forthe GLM  grp
Linear MOdeling EEG Data (LIMO/Channels) Estimate Model Parameters (Channels) Options Yimelim'
Precompute component measures Linear Model Results (Channels)

PCA clustering (original)

Study task r

Optimization method oLs

Nb of subjec

Nb of condit | Erase previous model for this design and measure

Cancel Ok

Edit/plot clusters
Nb of sessic Linear MOdeling EEG Data (LIMO/Components) *
Nb of groups Cluster components by correlation (CORRMAP)

Epoch consistency yes

Channels per frame 69,70,71

Channel locations ves Currently ||tt|e bUg =
Hlusters - ‘timelim’ or ‘freqlim’ don’t actually
trim the data (will be fixed obviously)

Status Ready to precluster

Total size (Mb) 174.2




LIMO stats without study

B imo_batch g

LIMO EEG: 1st LEVEL BATCH

Data Import

Import subjects’ set
Specify the categorical variables

ERP (analysis in time) full factorial

Specify continuous variables

Starting time (ms)

Ending Fire (I’TIE:} do not z-score reqressors

Starting frequency (Hz)
Analysis

Ending frequency (Hz) V| scalp data component data

Mass-univariate - WLS

Bootstrap data add TFCE
Done Quit

Copyright (C) LIMO Team 2015 - GNU GPL

B

Needs a single .set
Lists of text files

Sets
Categorical variables (conditions)
Continuous varfiables



Fixed, Random, Mixed and Hierarchical

Fixed effect: Something the experimenter directly manipulates

y=XB+e data = beta * effects + error
y=XB+u+e data = beta * effects + constant subject effect + error

Random effect: Source of random variation e.g., individuals drawn (at random) from a
population. Mixed effect: Includes both, the fixed effect (estimating the population level
coefficients) and random effects to account for individual differences in response to an
effect

Y=XB+Zu+e data =beta * effects + zeta * subject variable effect + error

Hierarchical models are a mean to look at mixed effects.



Fixed vs Random

Distributions of each
subject’s estimated \

Fixed effects: effect J \

subj. 1 ; \
subj. 2 j

suggests all these subjects \ 1

I subj. 3 1
different from zero

subj. 4 J \

subj. 5

Random effects:

EGZRéx

Inter-subjects variation

suggests population

Distribution of B
population effect |

>

not different from zero

N



Hierarchical model = 2-stage LM

Single Each subject’s EEG trials are modelled
subject Single subject parameter estimates

Single subject parameter estimates or
combinations taken to 2" |evel

‘ For a given effect, the whole group is modelled
Parameter estimates apply to group effect/s
subjects

Group level of 2" level parameter estimates are
used to form statistics




Fixed effects

Only source of variation (over trials) is
True response magnitude is fixed



Random effects

Two sources of variation

* response magnitude (over subjects)
Response magnitude is random
* each subject has random magnitude



Random effects

Two sources of variation

* response magnitude (over subjects)
Response magnitude is random
e each subject has random magnitude
* but note, population mean magnitude is fixed



An extreme example

Example: present stimuli from
Intensity -5 units to +5 units
around the subject perceptual
threshold and measure RT

— There is a strong positive
effect of intensity on responses




Fixed Effect Model 1: average subjects

Fixed effect without subject effect = negative effect



Fixed Effect Model 2: constant over subjects

Estimated coef=-1.04736 R2=0.337279

{generated = 3 469) F(1,98)=49.8753 p=2.38924e-10 s 5 Normal Probability Plot
Residuals

Probability

o= -
o s

Fixed effect with a constant (fixed) subject effect = positive effect but biased result



HLM: random subject effect

Estimated coef=3.41621
742

MNormal Probability Plot

Residuals

B

Mixed effect with a random subject effect = positive effect with good estimate of the truth



MLE: random subject effect

Estimated coef=3.39053
C13.03529 3.74578 R2=0.956437
Al e

{generate 69) F(8 47 p=0 Normal Probability Plot

Residuals

=
8 050
o
o

Mixed effect with a random subject effect = positive effect with good estimate of the truth



Hierarchical Linear Model for MEEG

15t level analysis: 2rd level analysis: Multiple Comnparison
GLM: ¥Y=XP+&e Robuststats (Yuen t- Correction:

—21 B per column of X tests, robust GLM, Max, Cluster-Mass, TFCE
(= within subject effects) robust Hotelling TZ¢)

Bootstrap:
T-test / Regression
N-oway ANOWVA /
ANCOWVA
Rep Measure

T-test I B

Regression
N-way ANCOVA
Rep Measure ANOVA

Statistical Maps
Corrected p-values




The General Linear Model



What is a linear model?

*An equation or a set of equations that models data and which
corresponds geometrically to straight lines, plans, hyperplans and satisfy
the properties of additivity and scaling.

* Simple regression: y = B1x+p32+¢

* Multiple regression: y = B1x1+p2x2+p33+¢
* One way ANOVA: y = u+ou+e

* Repeated measure ANOVA: y=u+ali+¢



What is the GLM?

* Model: assign to the data different effects / conditions ... All we
have to do is find the parameters of this model

* Linear: the output is a function of the input satisfying rules of
scaling and additivity (e.g RT = 3*acuity + 2*vigilance + 4 + €)

* General: applies to any known linear statistics (ttest, ANOVA,
Regression, MANCOVA), can be adapted to be robust (ordinary
least squares vs. weighted least squares), and can even be
extended to non Gaussian data (Generalized Linear Model using
link functions)




GLM examples

* EEG amplitude is modulated by the stimulus intensity:

Y1=X1*Bi+B2+e
Y2 =X2*B1+B2+e
Y3 =X3*B1+B2+e
Y4 =X4*B1+B2+e >

—2Y = XB+e

— — — — — — — —
>(.
1
O o
N -

Yn=Xn*B1+B2+e



GLM examples

* EEG amplitude is modulated by the stimulus conditions (A vs B):

Y1=1*Bi1+o*B2+B3+e
Y2 =1*Bi+o*B2+B3+e
Y3 =0*B1+1*B2+B3+e
Y4 =0*B1+1*B2+B3+e

Yn =Xan*B1+X2n*B2+B3+e




General Linear model

ﬁ »

ﬁ

g (20

e~N(0,0°l)

p

+ (A

\ \/ \
_ 2. Assumptions about ¢




Linear Algebra and Statistics

= 3 observations X = 2 regressors
= XB+E -->YA=XB

SS total = variance inY

SS effect = variance in XB

SS error = variance in E

R2 =SS effect /SS total

F =SS effect/df /| SS error/dfe




Linear Algebras: Projections

y” = PBx

X'(y- Bx) =0
voe=sy-yh Bx'x = X'y
B =x"y/[x'x

yA = (X'y [ X'X)Xx
yA =Py 2 P =xx' [ x'x

Why project? XB =Y may have no
solution, the closest solution is a
vector located in X space that is the

closesttoY. In N dimensions:
P =Xinv(X'X) X’
B =inv(X'X) X"Y /




Projection and Least squares

y=BXx+c¢
P projects the points on the line

/ Minimizing the distance ("2)

is projecting at perpendicular angles

Y = yA+e An ‘effect’ is defined by
yN=PY which part of X to test
e =(lI-P)Y (i.e. project on a subspace)

Ro =1 - (Xo*pinv(Xo));
P=Ro-R;
Effect = (B'*X'*P*X*B);




Weighted Least Squares

The LIMO EEG approach: a single weight per trial



Mathematical issues

* Least Squares requires the error covariance to have o off diagonal ie
Cov(e) = o2l

* Deviations from that assumption can lead to substantial power
reduction and increase in false positive rate

* Weighted Least Squares is the solution to these problems allowing
Cov(e) = 62V, with V a diagonal matrix

y=X p+e, E(e)=0, Cov(e)=0c’V
Wy =WX B+We, E(e)=0, Cov(e)=0c"l




How to apply weights?

* Weight reflect outlying data — does it make sense to be for some
time frames and/or frequency bin?

* Noise + signal model = unlikely to have a background neural synch
higher than signal

* Noise + signal model = unlikely to a single frame outlier, this an
autoregressive process, many frames must be outlying

* Phase reset model = either a trial is out of phase or it as amplitude
difference, in both cases many frames must be outlying

A trial can be both good and bad ?
What about information accumulation?
1111111111111.9.8.7.6..81111..8..7.8.9111111111



Weighted least squares in LIMO EEG

Principal Component
Projection method:

M@

outlier detection on
projected data
points (Filzmoser et
al., 2008)

1 weight per trial

ERP (119 trials, 104 time frames)

200
time (ms)

Distributions of trial weights

Projected data (119 trials, 104 components)

Only data on the N components explaining
up to 99% of variance of considered (here N=25)

(ranked) principal compoments

Trial distances ERP per class (<0.2 [0.4 0.6] >0.8)

100 150 200

100 150 200 250 300
time (ms)




Weighted least squares in LIMO EEG

* LIMO EEG data set = limo_CheckWeight.m

uncorrected threshold

Topoplot

)
i}
-
o
|-
I=
O
£
LLl

Amplitude
Electrodes

_Electrode A4 (4)

Bias between conditions

lectrodes

1

100 300 0 100200300
Time in ms

Time in ms Time in ms

LN
o
o
E

Subject 2 electrode 41 good trials vs bad trials



Review results



What has been computed

* Input files: .set listing to single trial files generated using eeglab
* Yr the data for the design considered

* Yhat the modelled data

* Res thrresiduals

* Condition and covariates effects

* Betas files

e Confiles

- only use betas and con for 2"9 |evel



Now 2" |evel

* Think of your betas are equivalent of your mean

* Cleaner because only show condition effect — accounting of the variance
between trials

* Now we use eg paired t-test ignore vs memorize

—> Create of working directory paired_ttest

- Call limo_eeqg

—>Select random effect

—2Input neighbouring matrix

—>do the paired t test (set bootstrap to 0): select beta list and select [1 2]



Now 2" |evel

* You can also check what is going on raw data ! using summary stats

uncorrected threshold

‘Make and Plot a difference’

Trimmed Means and 95%CI

N :
‘V' ! ! , Paired samples t-test:

"H b ) | uncorrected threshold
| | electrode FC6 (32)

Electrodes

[}
o
2
s

£
< -

|
500 1000 1500
Time in ms
500 1000
Trimmed Mean difference and 95%CI

{! ﬁ b l L
i

|J[L

.J‘I
|

1/

Amplitude (A.U.)

Amplitude Difference

500
Time in ms




DESIGNS

So what now that we have a HLM?



EEG signals are idiosyncratic

Gaspar et al. 2011 Reliability of ERP and single-trial analyses Neurolmage 58



Test-retest of ERPs

Max cross—correlation Lag, ms

200
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T Max cross—correlation Lag, ms

ERN, faces ' : 200 | : |
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Grand averages do not reflect ERP
dynamics

- Because ERPs are highly reliable
within subjects, grand averages are
also highly reliable.

- However,  this  ‘within-subject’
reliability also means that grand
averages ERPs are significantly
different from individual subjects'
ERPs.

- Plots of grand average can be
misleading

Amplitude (pV)

Amplitude (pV)

)
Grand Average Grand Average *

-1
100 200 300 400 500 Within Between Within Between
Time (ms) Pairing of ERP (N170) Pairing of ERP (N170)




Grand averages do not reflect ERP dynamics




Single subjects or group analysis



What is the question?

* If the question pertains to dynamic analyses (when things happen)
and/or quantitative aspects (how much this variable explains of the
data), then single subjects analyses make more sense given the
idiosyncratic nature of EEG.

* Yet some group stats are needed for inference — e.q. average cluster
onset, average number of subject showing an effect, etc .. + derive
group level effect sizes

* If the question is general in nature (is there a measurable difference
between these conditions) or pertains to group differences and/or
attributes, then group analyses makes sense.



How task constraints modulate the ERP response?
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Globa o conersnce *” Rousselet et al. Front Psy 2011
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How task constraints modulate the ERP response?

R? optimized electrode

At the group level, ERP sensitivity to
phase noise was reduced between
about 140 and 300 ms when stimulus
phase information was  task
irrelevant.

Subjects

we observed a significant task effect
in only 60% of subjects, and at any
time point only 31% of subjects
showed results consistent with group
analyses

-300 -200 -100 0 100 200 300 400 500 -300 -200 -100 0 100 200 300 400 500

8
&
6
5
4
3
2
1

# subjects

-300 -200 =100 0 100 200 300 400 500 -300 -200 =100 0 100 200 300 400 500

inomial fit

—800 -200 -100 0 ) 1Q0 200 300 40 500 —800 -200 -100 0_ 1Q0 200 300 400 500
- =i Rousselet et al. Front Psy 2011




MEG of acoustic properties in affective vocalizations

Neutral-Anger Pleasure-Anger
Neutral-Fear Pleasure-Fear
= Neutral-Pleasure Anger-Fear

‘ | ° o S e 27
Fearful | __.//\/

Morph Steps

)
°
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°
z
°
- o °
o—"
°
D

Valence

Example S.1

Salvia et al. Front Neurosc 2014



MEG of acoustic properties In affective vocalizations

AROUSAL
N100 P200
‘simple’model  ‘combined’ model 5|mple model  ‘combined’ model 5|mple model ‘combined’ model

Simple model: for each sound, input the arousal and
valence value -

mean/ SD of fo, HNR and
percentages of unvoiced frame, jitter and shimmer.

Once the variance explained by acoustic properties is
accounted for, the remaining effects of emotionalv
variables (especially valence) are mostly observed at
late stages (~400-600 ms).

VALENCE
N100 P200
‘simple’model  ‘combined’ model sxmple model  ‘combined’ model S|mple model ‘combined’ model




Categorical designs



Factorial Designs: 3*3

Faces
Houses

10 | 9rand average

Textures

-10
-100 0 100200300400500

Time Inms

For group analyses, all you need is an estimate for each condition per subject
Level 1:Y =XB1->6, each beta is a mixture of the factors at that stage, but estimate the condition
Level 2:Y = XB1—2>12, the beta of the 15t level are now split into factors (3*3) and interaction (6)

Bienek, et al (2012). Phase vs Amplitude Spectrum. Journal of Vision 12



Factorial Designs: N*N*N*. ..

Faces
Houses
Textures

-10
-100 0 100200300400500

Time Inms

For single subject analyses, you need all effects
Level 1:Y = XB1->12, the data of each subject are split into factors (3*3) and interaction (6)
Level 2: nothing left to explain (stats on attributes)

Bienek, et al (2012). Phase vs Amplitude Spectrum. Journal of Vision 12



Continuous designs



Regression based designs — 15t |evel
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Amplitude
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Split continuous variables like factors to control low level physical properties

Bienek, et al (2012). Phase vs Amplitude Spectrum. Journal of Vision 12



Regression based designs — 2"4 |evel
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Face 1 Face 2 Global Local Constant
phase phase
coherence coherence

study the effect of stimulus properties within subjects
effect of aging between subjects

Rousselet, et al. (2010). Aging and face perception. Front Psy



