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Context

Rousselet & Pernet – It’s time to up the Game Front. Psychol., 2011, 2, 107
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Context



Pernet, Sajda & Rousselet – Single trial analyses, why bother? Front. Psychol., 2011, 2, 322

Context



Overview





Quick overview



Creating a study and LIMO stats

ISSUE: Make sure the condition names 
are the same for all subjects
(case sensitive)



Creating a study and LIMO stats

Save current study as

Currently a small bug, there is no name saved
(ie ‘save current study’ doesn’t work and nothing
is saved by default)



Creating a study and LIMO stats



Creating a study and LIMO stats



Creating a study and LIMO stats

saves .daterp files = single trials



Creating a study and LIMO stats

Currently little bug –
‘timelim’ or ‘freqlim’ don’t actually
trim the data (will be fixed obviously)



LIMO stats without study

Needs a single .set
Lists of text files
- Sets
- Categorical variables (conditions)
- Continuous varfiables



Fixed, Random, Mixed and Hierarchical

Fixed effect: Something the experimenter directly manipulates  

y=XB+e data = beta * effects + error
y=XB+u+e data = beta * effects + constant subject effect + error

Random effect: Source of random variation e.g., individuals drawn (at random) from a 
population. Mixed effect: Includes both, the fixed effect (estimating the population level 
coefficients) and random effects to  account for individual differences in response to an 
effect

Y=XB+Zu+e data = beta * effects + zeta * subject variable effect + error

Hierarchical models are a mean to look at mixed effects.



Fixed effects:

Intra-subjects variation

suggests all these subjects 

different from zero

Random effects:

Inter-subjects variation

suggests population 

not different from zero
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Fixed vs Random



Hierarchical model = 2-stage LM

For a given effect, the whole group is modelled
Parameter estimates apply to group effect/s 

Each subject’s EEG trials are modelled
Single subject parameter estimates

Single 
subject

Group/s of 
subjects

1st

level

2nd

level

Single subject parameter estimates or 
combinations taken to 2nd level 

Group level of 2nd level parameter estimates are 
used to form statistics



Fixed effects

Only source of variation (over trials) is measurement error

True response magnitude is fixed



Random effects

Two sources of variation

• measurement error

• response magnitude (over subjects)

Response magnitude is random

• each subject has random magnitude



Two sources of variation

• measurement error

• response magnitude (over subjects)

Response magnitude is random

• each subject has random magnitude

• but note, population mean magnitude is fixed

Random effects



An extreme example

Example: present stimuli from
intensity -5 units to +5 units
around the subject perceptual
threshold and measure RT

 There is a strong positive
effect of intensity on responses



Fixed Effect Model 1: average subjects

Fixed effect without subject effect  negative effect



Fixed Effect Model 2: constant over subjects

Fixed effect with a constant (fixed) subject effect  positive effect but biased result



HLM: random subject effect

Mixed effect with a random subject effect  positive effect with good estimate of the truth



MLE: random subject effect

Mixed effect with a random subject effect  positive effect with good estimate of the truth



Hierarchical Linear Model for MEEG





What is a linear model?



What is the GLM?



GLM examples

 Y = XB+e
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GLM examples



Y = XB+e
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

+Y X

N

1

N N

1 1p

p

N: number of trials

p: number of regressors

  Xy

),0(~ 2IN 

Model is specified by

1. Design matrix X

2. Assumptions about 

Estimate with Ordinary or 

Weighted Least Squares

General Linear model



Linear Algebra and Statistics

Y X

Y X

Y

XB

E

SS total = variance in Y
SS effect = variance in XB
SS error = variance in E
R2 = SS effect / SS total
F = SS effect/df /  SS error/dfe



Linear Algebras: Projections

x

y

y^

e = y - y^

y^ = x
x’(y- x) = 0
x’x = x’y
 = x’y / x’x

y^ = (x’y / x’x)x
y^ = Py P = xx’ / x’x

Why project? XB = Y may have no 
solution, the closest solution is a 
vector located in X space that is the 
closest to Y. In N dimensions:
P = X inv(X’X) X’ 
B = inv(X’X) X’ Y



Projection and Least squares

y = x + c
P projects the points on the line
Minimizing the distance (^2) 
is projecting at perpendicular angles

Y

y^

e

Y = y^+e
y^ = PY
e = (I-P)Y

An ‘effect’ is defined by 
which part of X to test
(i.e. project on a subspace)

R0 = I - (X0*pinv(X0));
P = R0 - R;
Effect  = (B'*X'*P*X*B);



Weighted Least Squares



Mathematical issues

y=X β+e , E (e)=0, Cov (e)=σ
2
V

Wy=WX β+We , E (e)=0, Cov(e)=σ
2
I

β̂=(X
T
WX )

−1
X

T
Wy



How to apply weights?

1111111111111.9.8.7.6..81111..8..7.8.9111111111

A trial can be both good and bad ?
What about information accumulation?



Weighted least squares in LIMO EEG



Weighted least squares in LIMO EEG

Subject 2 electrode 41 good trials vs bad trials Bias between conditions





What has been computed



Now 2nd level



Now 2nd level

‘Make and Plot a difference’ 





EEG signals are idiosyncratic



Test-retest of ERPs

- ERPs are highly reliable
within subjects

- xcorr >0.90 with ~4/6
ms lag



Grand averages do not reflect ERP 
dynamics

- Because ERPs are highly reliable
within subjects, grand averages are
also highly reliable.

- However, this ‘within-subject’
reliability also means that grand
averages ERPs are significantly
different from individual subjects'
ERPs.

- Plots of grand average can be
misleading



Grand averages do not reflect ERP dynamics



Single subjects or group analysis



What is the question?



How task constraints modulate the ERP response?

Rousselet et al. Front Psy 2011

Face 1 vs Face 2?
Green or Pink?
 Effect of phase coherence 
on ERP



Rousselet et al. Front Psy 2011

At the group level, ERP sensitivity to
phase noise was reduced between
about 140 and 300 ms when stimulus
phase information was task
irrelevant.

we observed a significant task effect

in only 60% of subjects, and at any

time point only 31% of subjects

showed results consistent with group

analyses

How task constraints modulate the ERP response?



MEG of acoustic properties in affective vocalizations

Salvia et al. Front Neurosc 2014



MEG of acoustic properties in affective vocalizations

Simple model: for each sound, input the arousal and
valence value - Combined model: valence, arousal,
and 2 components of a PCA (72% var) from six
acoustic parameters: mean/ SD of f0, HNR and
percentages of unvoiced frame, jitter and shimmer.

Early effects are largely driven by acoustical variations
Once the variance explained by acoustic properties is
accounted for, the remaining effects of emotionalv
variables (especially valence) are mostly observed at
late stages (∼400–600 ms).



Categorical designs



Factorial Designs: 3*3

Bienek, et al (2012). Phase vs Amplitude Spectrum. Journal of Vision 12

P
h

as
e

Amplitude spectrum

For group analyses, all you need is an estimate for each condition per subject 
Level 1: Y = XB16, each beta is a mixture of the factors at that stage, but estimate the condition
Level 2: Y = XB112, the beta of the 1st level are now split into factors (3*3) and interaction (6)



Factorial Designs: N*N*N*…

Bienek, et al (2012). Phase vs Amplitude Spectrum. Journal of Vision 12

P
h

as
e

Amplitude spectrum

For single subject analyses, you need all effects
Level 1: Y = XB112, the data of each subject are split into factors (3*3) and interaction (6)
Level 2: nothing left to explain (stats on attributes)



Continuous designs



Regression based designs – 1st level

Split continuous variables like factors to control low level physical properties

Phase
Amplitude

P x A

Bienek, et al (2012). Phase vs Amplitude Spectrum. Journal of Vision 12



study the effect of stimulus properties within subjects 
effect of aging between subjects

Rousselet, et al. (2010). Aging and face perception. Front Psy

Regression based designs – 2nd level


