Robust Statistics

EEGLAB workshop

Adapted from Arnaud Delorme’s Lecture Notes



Robust statistics

Parametric & non-parametric statistics: ‘ )\
AN

use mean and standard deviation (t-test,
ANOVA, ...)

Bootstrap and permutation methods:
shuffle/bootstrap data and re-compute
measure of interest. Use the tail of the

distribution to asses significance. | |
2.5% 97.5%

Correction for multiple comparisons:
computing statistics on time(/frequency)
series requires correction for the number of
comparisons performed.



Parametric statistics

Assume gaussian distribution of data

Paired

T-test: Compare Mean _ difference

paired/unpaired

Samples for continuous data.
In EEGLAB, used for grand-
average ERPs.

- Standard_deviation
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Are the two groups different: that's
an unpaired test (comparing the
median of husband and the median of
wife)

Are husbands older than wives:
that’s a paired test. Compute difference
between the two and then test a mean
value of the differences.



Problems

« Not resistant against outliers

 For ANOVA and t-test non-normality is an
Issue when distributions differ or when
variances are not equal.

o Slight departure from normality can have
serious consequences

Solutions

1. Randomization approach

2. Bootstrap approach



Non-parametric statistics

Do not assume a distribution for the data

42 is used to compare 2 or y° = Z (Observed; ; —expected; j)2 / expected,
more unpaired samples ]
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Non-parametric statistics

Paired t-test > Wilcoxon
Unpaired t-test > Mann-Whitney
One way ANOVA ——— Kruskal Wallis

Values

BOTH ASSUME NORMAL DISTRIBUTIONS



Randomization approach




Randomization approach




Randomization approach

analyze

difference

—>

analyze

org



Randomization approach

a — analyze

difference

b — analyze




Randomization approach

analyze

difference

analyze




Permutation
/bootstrap

Sorted values
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Distribution can take any shape

Non signif. value

A\
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Randomization approach

analyze

t-test — X,

analyze




Randomization approach

analyze

Anova [— X,

analyze

analyze
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Sample and population

Sample \ Population

HO: the mean is not O for the
given that we have no other information population
about the population, the sample is our
best single estimate of the population



Bootstrap versus permutation

Permutation Bootstrap

each element only each element can
get picked once get picked several
J times
Draws are dependent of each others Draws are independent of each others

Bootstrap is better!
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Are the two groups different: that's
an unpaired test (comparing the
median of husband and the median of
wife)

Are husbands older than wives:
that’s a paired test. Compute difference
between the two and change sign to
bootstrap.

| |
2.5% 97.5%



ERSP{E)

dB

EI:DDnditinn i ERSP(dB) EIZDDnditinn 2 ERZP(dE) EIZDDnditiDn 1 mirs Condition 2
EM- [ 1“ .HI_ " 1 EM- ' : ; 1 EM- ]',, i :, | i
2 a0 | A EEUIRRL F o 2 01% | |‘
e | | I e l | | e [ . j i
T a0f 1y A 1 Zeofid | 4 T eof |
= \ I 1L ] i l I.' B ' i I
10F £ | .‘ -2 10F §- i - -2 101 |
280 mz o za0 | | 1 . 280 fon Ao/ N A N A
dB = B W = dEB WW
E | | ] L 4-7 E I 1 L 1-Z E | | 1 L
-500 0 500 1000 1500 -500 0 500 1000 1500 -500 0 500 1000 1500
Time (ms) Time {ms) Time (ms)
(Vp] (Vp)]
(aD) («b)
(@) (&)
c c
D («b)
- -
@) @)
(€D (€D
- -
time trials time trials

&

list

D O B W DN P

Bootstrap
= o1 B WO WPHs

»
»

EEG1*

EEG2*



KAN, low dose KAN, placebo

(p<0.0100)
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Bootstrap for ERPs and time-frequency
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Measures of central tendency

original trimmed winsorized
distribution distribution distribution




Problems of Multiple Comparlson
e Flip a quarter/coin 10 times Y R

H,: this coin is fair

But, 1t landed heads at least 9 times.

The probability that a fair coin would come up heads at
least 9 out of 10 times is (10 + 1) x (1/2)1° = 0.0107.

e Test 100 fair coins

Flipping 100 fair coins ten times each, to see a particular coin come
up heads 9 or 10 times would still be very unlikely, but seeing some
coin behave that way, without concern for which one, would be more
likely than not. Precisely, the likelihood that all 100 fair coins are
identified as fair by this criterion is (1 — 0.0107)1% = 0.34.

Therefore the application of our single-test coin-fairness criterion to
multiple comparisons would likely falsely identify at least one fair coin
as unfair.



Correcting for Multiple Comparisons

e Bonferroni correction: divide by the number of
comparisons (Bonferroni CE. Sulle medie multiple
di potenze. Bollettino dell'lUnione Matematica
Italiana, 5 third series, 1950; 267-70.)

* Holms correction: sort all p values. Test the first
one against /N, the second one against o /(N-1)

e Max method
e False detection rate

e Clusters



Max procedure

e For each permutation or bootstrap loop, simply take
the MAX of the absolute value of your estimator (e.g.
mean difference) across electrodes and/or time frames
and/or temporal frequencies.

e Compare absolute original difference to this
distribution
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FDR procedure

Procedure:

- Sort all p values (column C1)
- Create column C2 by computing j*a@/N

- Subtract column C1 from C2 to build
column C3

- Find the highest negative index in C3
and find the corresponding p-value in
Cl (p_rar)

- Reject all null hypothesis whose p-
value are less than or equal to p_far

Cl C2 C3
Index "j" | Actual |j*0.05/10 | C2-C1
1 0.001 0.005 -0.004
2 0.002 0.01 -0.008
3| 0.01 0.015 -0.005
4 0.03 0.02 0.01
5 0.04 0.025 0.015
6 0.045 0.03 0.015
7 0.05 0.035 0.015
8 0.1 0.04 0.06
9 0.2 0.045 0.155
10 0.6 0.05 0.55




Freguency (Hz)

Cluster correction for multiple comparison
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Goal

Dataset

Binomial or Discrete

Continuous measurement
(from a normal distribution)

Continuous measurement,
Rank, or Score (from non-
normal distribution)

Example of data sample

List of patients recovering or not
after a treatment

Readings of heart pressure from
several patients

Ranking of several treatment
efficiency by one expert

Describe one data sample Proportions Mean, 5D Median
Compare one data sample to a 5 . . .- .
hypothetical distribution 7 or binomal test One-sample t test Sign test or Wilcoxon test
Compare two paired samples Sign test Paired t test Sign test or Wilcoxon test
Compare two unpaired samples 7 square

Fisher's exact test

Unpaitred t test

Mann-Whitney test

Compare three or more
unmatched samples

f test

One-way ANOVA

Kmskal-Wallis test

Compare three or more matched
samples

Cochrane (Q test

Repeated-measures ANOVA

Friedman test

Quantify association between
two paired samples

Contingency coefficients

Pearson correlation

Spearman correlation

Delorme, A. (2006) Statistical methods. Encyclopedia of Medical Device and Instrumentation, vol 6, pp 240-264. Wiley interscience.
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