Dodecapus: An MR-compatible system for somatosensory stimulation
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Somatotopic mapping of human body surface using fMRI is challenging. First, it is difficult to deliver tactile stimuli in the scanner. Second, multiple stimulators are often required to cover enough area of the complex-shaped body surface, such as the face. In this study, a computer-controlled pneumatic system was constructed to automatically deliver air puffs to 12 locations on the body surface through an MR-compatible manifold (\textit{Dodecapus}) mounted on a head coil inside the scanner bore. The timing of each air-puff channel is completely programmable and this allows systematic and precise stimulation on multiple locations on the body surface during functional scans. Three two-condition block-design “Localizer” paradigms were employed to localize the cortical representations of the face, lips, and fingers, respectively. Three “Phase-encoded” paradigms were employed to map the detailed somatotopic organizations of the face, lips, and fingers following each “Localizer” paradigm. Multiple somatotopic representations of the face, lips, and fingers were localized and mapped in primary motor cortex (MI), ventral premotor cortex (PMv), polysensory zone (PZ), primary (SI) and secondary (SII) somatosensory cortex, parietal ventral area (PV) and 7b, as well as anterior and ventral intraparietal areas (AIP and VIP). The \textit{Dodecapus} system is portable, easy to setup, generates no radio frequency interference, and can also be used for EEG and MEG experiments. This system could be useful for non-invasive somatotopic mapping in both basic and clinical studies.
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Introduction

Topographic mapping is a fundamental organizing principle of sensory systems in the brain. In primary visual cortex (V1), adjacent locations receive inputs from adjacent photoreceptors on the retina, which is known as retinotopy. Similarly, different frequencies of sounds are represented in a tonotopic map in auditory cortex. Functional magnetic resonance imaging (fMRI) has been used to non-invasively reveal topographic maps in visual, auditory, somatosensory, and parietal cortices (Overduin and Servos, 2004; Sereno et al., 1995, 2001; Sereno and Tootell, 2005; Servos et al., 1998, 1999; Talavage et al., 2004). Somatotopic mapping is more difficult than retinotopy and tonotopy, however. One major limitation for an fMRI experiment is that the physical stimulus device must be compatible with the scanner environment. Visual stimuli can be projected onto a plastic screen inside the scanner bore, and auditory stimuli can be delivered through MR-compatible headphones. In somatosensory experiments, physical touch or vibration on the body surface is required to elicit sensorimotor activations, and multiple stimulators are usually needed in order to stimulate different body parts. Active finger tapping and self-paced movements are commonly used for localizing sensorimotor sites in clinical scans. The timing, intensity, and coverage of manual stimulations generated by the subject or delivered by experimenters are not as consistent and precise as those driven by mechanical devices. However, most vibrotactile devices contain metals or electrical circuits and may not be compatible with the MR environment.

Several MR-compatible devices for somatosensory stimulation have been proposed. Flexible shafts made of carbon fiber have been successfully used to deliver vibrotactile stimuli mechanically in the scanner (Golaszewski et al., 2002a). That device does not use any metallic component inside the scanner, and produces precise vibrating frequencies and amplitudes. Magnetomechanical vibrotactile devices (MVDs) are made of MR-compatible coils, but are sensitive to placement and orientation inside the scanner (Graham et al., 2001). A piezoceramic vibrotactile stimulator generates 1–300 Hz vibrations, but requires high voltage to produce relatively small displacements (Harrington et al., 2000; Harrington and Downs, 2001; Francis et al., 2000; Gizewski et al., 2005; McGlone et al., 2002). Both magnetomechanical and piezoceramic vibrotactile devices lead electrical wires into the scanner, which may interfere with MR signal acquisition; furthermore, they may be heated by RF pulses if not shielded properly. Similar concerns may exist for experiments that apply electrical stimulation on the skin (Blankenburg et al., 2003; McGlone et al., 2002). Pneumatically driven vibrators and air-puff devices are devoid of electromagnetic interference because they use plastic tubes...
and MR-compatible materials inside the scanner (Briggs et al., 2004; Golaszewski et al., 2002b; Overduin and Servos, 2004; Servos et al., 1998, 1999; Stippich et al., 1999, 2004; Zappe et al., 2004). Pneumatically driven devices usually generate tactile stimulation at lower frequencies (<150 Hz), which are sufficient for eliciting somatosensory responses. Each of the aforementioned approaches for somatosensory stimulation has advantages and limitations. The selection of devices depends on their applications in various scientific and clinical contexts.

Accurate and detailed somatotopic mapping of the human body surface will improve basic understanding of the somatosensory system, guide neurosurgical planning, and assess plasticity and recovery after brain damage or body injuries (Borsook et al., 1998; Corbetta et al., 2002; Cramer et al., 2000, 2003; Cramer and Bastings, 2000; Cramer and Crafton, 2006; Lee et al., 1998, 1999; Moore et al., 2000b; Ramachandran, 2005; Ramachandran and Rogers-Ramachandran, 2000; Rijntjes et al., 1997). Studies using fMRI have revealed somatotopic representations of the hand, fingers, wrist, elbow, shoulder, foot, toes, lips, and tongue in human brains (Alkadhi et al., 2002; Beisteiner et al., 2001; Blankenburg et al., 2003; Dechent and Frahm, 2003; Francis et al., 2000; Gelnar et al., 1998; Golaszewski et al., 2006; Hanakawa et al., 2005; Hlustik et al., 2001; Kurth et al., 2000; Lotze et al., 2000; McGlone et al., 2002; Miyamoto et al., 2006; Moore et al., 2000a; Overduin and Servos, 2004; Ruben et al., 2001; Servos et al., 1998; Stippich et al., 1999, 2004; van Westen et al., 2004; also see reviews in Burton, 2002). The human face contains important sensory organs and is essential for verbal and nonverbal communications in daily life. However, only a few studies investigated somatotopy of the human face (including the lips and ears) using fMRI (Corbetta et al., 2002; DaSilva et al., 2002; Disbrow et al., 2000; Hodge et al., 1998; Iannetti et al., 2003; Miyamoto et al., 2006; Nihashi et al., 2002; Servos et al., 1999; Stippich et al., 1999) and other non-invasive and invasive techniques (Nakamura et al., 1998; Nevalainen et al., 2006; Nguyen et al., 2004, 2005; Satoh et al., 2002, 2005; Schwartz et al., 2004; Yang et al., 1993). In most studies, only two or three locations on the face were stimulated manually or automatically. Somatotopic mapping of the whole face using fMRI is challenging because of the difficulty in delivering tactile stimuli to the face surrounded by a head coil. Most of the aforementioned MR-compatible devices have been used mainly for stimulation on the fingers. For instance, MVDs (Graham et al., 2001) were not tested for face stimulation inside the head coil. In addition, multiple stimulators are required to cover the whole face during the same scanning session. The arrangement and fixation of multiple stimulators with respect to the face inside the head coil remain a challenging task.

In this study, a computer-controlled MR-compatible pneumatic system (Dodecapus) was constructed and used to automatically and systematically deliver somatosensory stimuli around the whole face inside the head coil. Block-design and phase-encoded paradigms were used to map the locations and internal organization of face representation in motor, parietal, and primary and secondary somatosensory cortices. The phase-encoded technique has been successfully employed in retinotopic, tonotopic, spatiotopic, and somatotopic mapping experiments (Engel et al., 1994; Overduin and Servos, 2004; Sereno et al., 1995, 2001; Servos et al., 1998, 1999; Talavage et al., 2004). In a different session, the same system and paradigms as in the face somatotopy experiment were used to map the lip and finger representations.

Materials and methods

Participants

Six healthy right-handed subjects (2 males, 4 females; aged 20–30) participated in this study. All subjects participated in one fMRI session for face mapping, and four of them participated in one additional session for lip and finger mapping. Subjects gave informed consent, according to protocols approved by the Human Research Protections Program of the University of California, San Diego.

System design and setup

The Dodecapus system is composed of the following components (Fig. 1): a portable stimulus computer (XPC, Shuttle Inc., Taiwan), a portable air compressor (Model No. Y1000; Husky Professional Tools, Atlanta, GA), a pneumatic control module (indicated by a darkened box in Fig. 1), a power supply (Model No. APS60ES-13; Advanced Power Solutions, Pleasanton, CA) for the pneumatic control module, a 12-channel MR-compatible manifold for face and lip stimulation (Fig. 2), and two dozens of 25-ft 1/4-in. plastic tubes. The pneumatic control module includes control circuits (designed and implemented by R.-S.H. for this project) and solenoid air valves (“S” Series Valve; Numatics Inc., Highland, MI). The control circuits decode eight-bit Transistor–Transistor Logic (TTL) pulses (binary codes) sent from a computer parallel port and activate one of 12 control lines connected to the solenoid air valves. All metallic and electronic components in Fig. 1 stay in the scanner control room, and only the plastic tubes and the manifold enter the scanner room.

The manifold includes two polyvinyl chloride (PVC) blocks and 12 adjustable plastic gooseneck legs ending in nozzles. The manifold is mounted on a rail at the top of a GE (or Siemens) 8-channel head coil (Fig. 2). The rail was originally designed to support a mirror for visual stimuli presentation. Each leg of the manifold is composed of 20–22 segments, a 1/16-in. round nozzle, and a fitting (Loc-Line Inc., Lake Oswego, OR) rooted to the rigid PVC base. These gooseneck segments can be assembled into any desired length with special pliers (Loc-Line). The connection between segments is tight enough to hold its position while still allowing the whole leg to be freely bent to aim it at different locations on the face and lips (Fig. 2) or neck and shoulders. Another set of a dozen tubes was used to deliver air puffs to the tips of 10 fingers and the palms (Fig. 2A). Twenty-four air tubes were led through waveguides on the radio frequency (RF) shielding wall and 12 of them at a time were connected to the solenoid air valves in the scanner control room. These tubes can be connected or disconnected easily so that the experimenter can alternate between face-only, lips-only, face vs. lips, fingers-only, face vs. fingers, and lips vs. fingers paradigms during the same scanning session.

The pneumatic control module is controled by TTL pulses sent from a parallel port of the portable computer (XPC) running the Linux operating system. Programs written in C/C++ with the OpenGL libraries (Silicon Graphics Inc., Mountain View, CA) enable control of visual, auditory, and somatosensory stimuli with millisecond precision from the same computer. Visual stimuli were back-projected onto a direct-view screen attached to the ceiling inside the scanner bore. The subject’s head was tilted forward so that they could view the screen directly without a mirror. This setup
allows us to present aligned air puffs and visual stimuli at the same polar angle with respect to the face (Sereno and Huang, 2006). The solenoid air valves (5 ms response time) receive airflow from the portable air compressor located in the scanner control room (Fig. 1). The input air pressure (30–40 psi) was adjusted so that a 500 ms air puff could be reliably detected by the subject as a light touch. Only one valve is opened at a time in order to ensure that all air puffs have the same pressure. Each flash of a light emitting diode (LED) on the pneumatic control module signals an opening of an air valve, which helps with monitoring of the stimuli.

Subjects were posed in the scanner with their heads tilted slightly forward (Fig. 2). The tilt also created enough room for the adjustable plastic nozzles around the face (note the lower part of the face was outside the head coil). The air puffs were perceived as light, slightly cool touches to a localized region of the face. The air compressor was located in the scanner control room and generates air puffs that were very close to the room temperature (about 70–75 °F with air-conditioning). The feeling of slight coolness was likely due to the simple fact of airflow and evaporative cooling. The goal of our paradigm is to find somatotopic maps of the body surface. Given that there was no difference in the temperature of the air puffs delivered to each of 12 locations on the skin, it is unlikely that temperature could generate a systematic error or a periodic signal. A bite bar was not used so that there was enough space around the face for the plastic nozzles and to minimize stimulation of the teeth and lips. Instead, foam padding was inserted in the head coil to minimize head movement. To completely mask the sound of the air puffs, subjects listened (through ear plugs) to white noise delivered by MR-compatible headphones. Subjects were instructed to close their eyes and mouth and the scanner room was completely darkened during the experiment.

Experimental paradigms

Block-design localizers

Three block-design paradigms were employed to localize the cortical representations of the face, lips and fingers. Each two-condition scan consisted of eight cycles of 32-s block pairs. In the first “Face Localizer” paradigm, trains of 100-ms air puffs were delivered randomly to 12 locations on the face (Fig. 2A) for 16 s (ON-block), followed by 16 s of no stimulation (OFF-block). There was no delay between the end of one air puff and the start of the next at a different location. The second “Lip Localizer” paradigm was identical to the “Face Localizer” except that all nozzles were aimed around the lips (Fig. 2B). In the third “Finger Localizer” paradigm, the 16-s ON-block consisted of trains of 100-ms air puffs delivered to the fingertips and the palm near the base of the thumb (P1) on both hands. Each new air puff was delivered to a randomly selected location with no delay between the end of one air puff and the start of the next. There were no stimuli during the 16-s OFF-blocks. One additional block-design paradigm, “Face vs. Fingers”, was employed to identify the borders between face and finger representations. In this paradigm, trains of 100-ms air puffs were delivered randomly to six locations on the right half of the face for 16 s, followed by 16 s of random stimulation to the right fingertips (D1–D5) and the right palm (P1). This “A vs. B” paradigm also demonstrates the flexible use of the Dodecapus system for stimulating different body parts during the same scan.
Phase-encoded somatotopy

Three phase-encoded paradigms were employed to map the detailed somatotopy within each area localized in the block-design paradigms. Each scan consisted of eight cycles of 64-s periods. In the first paradigm, trains of 100-ms air puffs were sequentially delivered to each of 12 evenly spaced locations on the face in a clockwise or counterclockwise direction during a 64-s period (Fig. 2A). The air puff stimulation always started at the upper midline of the forehead, swept down to the lower midline of the chin, then continued up the opposite side of the face. This arrangement ensured that contralateral and ipsilateral hemispheres were activated during the first and second half-cycle, respectively. 80% of the gaps between the end of the previous air puff and the beginning of the next air puff were 100 ms, and 20% of the gaps were 200 ms. Subjects were asked to passively monitor for irregularities in the air puff patterns. Subjects merely noted to themselves when longer gaps (200 ms) occurred and made no overt response. All subjects participated in four “Phase-encoded” face mapping scans (two in each direction) following a “Face Localizer” scan. In the second paradigm, the
plastic legs were adjusted and aimed at 12 evenly spaced locations around the upper and lower lips (Fig. 2B). In the third paradigm, trains of 100-ms air puffs were sequentially delivered to the fingertips (D1–D5) and palms (P1) near the base of the thumbs during a 64-s period in the following order: right P1 → right D1 → right D2 → right D3 → right D4 → right D5 → left D5 → left D4 → left D3 → left D2 → left D1 → left P1.

The temporal patterns of air puffs were identical in all three phase-encoded paradigms.

**Image acquisition**

Each experimental session consists of 5 or 6 functional scans and one structural scan. Echo-planar images (EPI) were collected.

---

**Fig. 3. Face and lip somatotopy of a single subject (JG).** (A) Face maps. (B) Lip maps. Somatotopic maps of face or lips were rendered on inflated cortical surfaces (lateral view) for “Localizer” (top) and “Phase-encoded Somatotopy” (bottom) scans, respectively. Regions activated during ON-block in “Localizer” scans were rendered with heat scales (white). Three main clusters of somatosensory areas were activated: primary areas (3b, 1, 2), secondary areas (PV, SII-proper, 7b), and parietal areas (VIP and AIP) (see text for other areas). Polar angles of contralateral face and lip somatotopy were color-coded: 90° (red) → 0° (blue) → −90° (green). The insets show the significance thresholds. Sulci (concave) and gyri (convex) are indicated by dark and light gray shading, respectively. Gray solid contours indicated the outlines of the central, postcentral, intraparietal, and Sylvian sulci. Gray dashed contours indicate fundi. White dashed contour represents the boundary of area MT as determined in retinotopic mapping experiments from the same subject. STS: superior temporal sulcus; LH: left hemisphere; RH: right hemisphere.
during 256-s or 512-s functional scans (GE 3 T Signa Excite, 8-channel head coil, single shot EPI, FOV=20 cm, 3.125×3.125 mm in-plane, 3–4 mm thick slices, 128 or 256 images per slice, 31 axial slices, 64×64 matrix, flip angle=90°, TE=30 ms, TR=2000 ms). Since the subject’s head was slightly tilted forward, this image prescription typically included the whole cerebral cortex without using oblique slices. Structural images (FSPGR, FOV=25 cm, 1×1 mm in-plane, 1.3 mm thick slices, 106 axial slices, 256×256 matrix) were collected at the same plane as the functional scans.

**Data analysis**

Data were analyzed using surface-based Fourier methods (Sereno et al., 1995, 2001). Functional scans were motion-corrected using AFNI 3dvolreg (Cox, 1996; http://afni.nimh.nih.gov/afni). FreeSurfer (Dale et al., 1999; Fischl et al., 1999) was used to reconstruct the cortical surface for each person from a pair of structural scans (FSPGR, 1×1×1 mm) taken in a separate session. The last scan of each functional session was an alignment scan (FSPGR, 1×1×1.3 mm) used to establish an initial surface

---

Fig. 4. Finger somatotopy and summary of same subject (JG). (A) Finger maps. (B) Face vs. finger representations. (C) Summary of somatotopy. Somatotopic maps of fingers were rendered on inflated cortical surfaces (lateral view) for “Localizer” (top) and “Phase-encoded Somatotopy” (bottom) scans, respectively. Regions activated during ON-block in “Localizer” scans were rendered with heat scales (white). Contralateral somatotopy of fingers and palms was color-coded: P1 (red)→D1→D2→D3 (blue)→D4→D5 (green). In panel B, regions activated during “right face versus right fingers” stimulation were rendered in red and green, respectively. Other conventions follow Fig. 3.
registration, which was then refined using manual blink comparison with the structural images to achieve an exact overlay. A Fourier transform was computed for the time series at each voxel after removing the linear trend. An F-ratio was constructed by comparing the power at the stimulus frequency (8 or 16 cycles per second) to the power of the noise (other frequencies) and converted to a (uncorrected) p-value by considering the degrees of freedom of signal and noise. In block-design experiments, the phase angle at the stimulus frequency was divided into two bins corresponding to ON and OFF block activations (ON phases were displayed using a red color bar, OFF phases were displayed using a blue color bar). In phase-encoded mapping experiments, the phase angle was used to create a color map (after passing it through a sigmoid), as illustrated in the figures, effectively thresholding the data. The software used can be downloaded from http://surfer.nmr.mgh.harvard.edu/download.html. A download containing retinotopy analysis tools is available at http://kamares.ucsd.edu/~sereno/csurf/tarballs/.

Results

Results of functional scans were rendered on inflated cortical surfaces using FreeSurfer (Dale et al., 1999; Fischl et al., 1999; Sereno et al., 1995, 2001). Figs. 3 and 4 illustrate somatotopic representations of the face, lips, and fingers of the same subject (JG). Fig. 4C shows a summary of somatotopic areas in this subject with outlines derived from the phase-encoded mapping scans (Figs. 3 and 4A). Table 1 summarizes the Talairach coordinates of multiple somatotopic areas activated in the localizer scans from this subject. Figs. 5 and 6 show results from four additional subjects.

Face representations

A 256-s “Face Localizer” scan revealed multiple areas containing contralateral and ipsilateral representations of the face (Figs. 3A and 5), including primary somatosensory (SI) cortex at the inferior postcentral gyrus, parietal ventral area (PV) and secondary somatosensory cortex (SII) at the upper bank of Sylvian sulcus, area 7b at the posterior end of the Sylvian sulcus, primary motor cortex (MI) and premotor ventral (PMv) on the inferior precentral gyrus (Preuss et al., 1996; Stepniewska et al., 1993), a polysensory zone (PZ) at the superior precentral gyrus (Graziano and Gandhi, 2000), the ventral intraparietal area (VIP) at the confluence of the intraparietal sulcus and the postcentral sulcus, and a small area anterior to the middle temporal (MT) area.

An average of four 512-s phase-encoded scans (a vector average of two clockwise and two counterclockwise scans after reversing the phase of one set to cancel static delay differences) further revealed continuous somatotopic organization of the contralateral face (Figs. 3A and 5) within each area activated in the “Face Localizer” scan. In the primary somatosensory cortex (SI), the contralateral face is organized upright along the postcentral gyrus. The contralateral forehead representation (red) extends into the central sulcus, and cheek and chin (green) are located at the inferior postcentral gyrus. The face representation in area 7b in the posterior Sylvian sulcus is upside down. In some subjects, the lower face representation of 7b joins the lower face representation of SI (this is a so-called “congruent border”, which is often seen with visual maps: e.g., horizontal meridian area 1→lower vertical meridian area 1→lower vertical meridian area 2→lower vertical meridian area 2). The representation of the contralateral face in secondary somatosensory cortex (SII) on the upper bank of the Sylvian sulcus is also upside down. A region at the intersection of the postcentral sulcus and intraparietal sulcus (VIP) has yet another contralateral face representation, where the upper parts of the face are represented anterior to the lower parts of the face (Huang and Sereno, 2005; Sereno and Huang, 2006). Some subjects (JG in Fig. 3A; EG in Fig. 5B) also showed contralateral somatotopic organization anterior to the central sulcus in the polysensory zone (PZ) and primary motor cortex (MI).

Upper and lower lip representations

A 256-s “Lip Localizer” scan revealed multiple contralateral and ipsilateral representations of upper and lower lips (Figs. 3B and 6), including primary somatosensory (SI) cortex on the inferior postcentral gyrus, parietal ventral area (PV) and secondary somatosensory cortex (SII) at the upper bank of Sylvian sulcus, area 7b in the posterior Sylvian sulcus, primary motor cortex (MI) on the inferior precentral gyrus, polysensory zone (PZ) at the superior precentral gyrus, postcentral sulcus, and ventral intraparietal area (VIP). All lip areas except the one in SI are smaller than those adjacent face areas identified by the “Face Localizer” scan.

Table 1

<table>
<thead>
<tr>
<th>Areas</th>
<th>Body parts</th>
<th>Left hemisphere Talairach coordinates</th>
<th>Right hemisphere Talairach coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>x y z</td>
<td>x y z</td>
</tr>
<tr>
<td>SI</td>
<td>Face</td>
<td>−50 −15 42</td>
<td>51 −9 40</td>
</tr>
<tr>
<td></td>
<td>Lips</td>
<td>−50 −13 44</td>
<td>54 −10 35</td>
</tr>
<tr>
<td></td>
<td>Fingers</td>
<td>−35 −26 55</td>
<td>47 −30 62</td>
</tr>
<tr>
<td>SII/PV</td>
<td>Face</td>
<td>−47 −15 19</td>
<td>38 −14 23</td>
</tr>
<tr>
<td></td>
<td>Lips</td>
<td>−47 −17 17</td>
<td>44 −16 20</td>
</tr>
<tr>
<td></td>
<td>Fingers</td>
<td>−45 −21 20</td>
<td>50 −18 23</td>
</tr>
<tr>
<td>7b</td>
<td>Face</td>
<td>−45 −40 15</td>
<td>47 −34 23</td>
</tr>
<tr>
<td></td>
<td>Lips</td>
<td>−41 −37 10</td>
<td>53 −30 23</td>
</tr>
<tr>
<td></td>
<td>Fingers</td>
<td>−53 −28 17</td>
<td>51 −30 23</td>
</tr>
<tr>
<td>MI/PMv</td>
<td>Face</td>
<td>−48 −2 37</td>
<td>51 4 42</td>
</tr>
<tr>
<td></td>
<td>Lips</td>
<td>−54 −2 37</td>
<td>51 4 42</td>
</tr>
<tr>
<td></td>
<td>Fingers</td>
<td>−31 −11 59</td>
<td>39 −19 64</td>
</tr>
<tr>
<td>PMv</td>
<td>Fingers</td>
<td>−52 −2 35</td>
<td>58 8 32</td>
</tr>
<tr>
<td>VIP</td>
<td>Face</td>
<td>−26 −41 51</td>
<td>31 −51 59</td>
</tr>
<tr>
<td></td>
<td>Lips</td>
<td>−26 −43 47</td>
<td>35 −53 62</td>
</tr>
<tr>
<td>AIP</td>
<td>Fingers</td>
<td>−42 −34 44</td>
<td>44 −34 51</td>
</tr>
<tr>
<td>PZ</td>
<td>Face</td>
<td>−43 −7 55</td>
<td>41 −8 60</td>
</tr>
</tbody>
</table>

Fig. 5. Face somatotopy for four additional subjects. (A) Subject YT. (B) Subject EG. (C) Subject YW. (D) Subject MD. Similar clusters of face representations were activated. Note that activations found in primary and secondary auditory cortex (AI/AII) in panel D were likely due to poor masking of air puff noise (masked well in all other experiments). All conventions follow Fig. 3A.
Fig. 6. Lip and finger somatotopy for the fourth and fifth subjects. (A, C) Subject YW. (B, D) Subject MD. Phase-encoded mapping showed somatotopy within the primary and secondary clusters. Note the extensive passive finger somatotopy in area AIP in the left hemisphere of subject MD (D), which closely resembles activations seen in the first subject (Fig. 4A). All conventions follow Figs. 3B and 4A.
A 512-s phase-encoded scan further revealed the somatotopic organization (Figs. 3B and 6) within each patch activated in the “Lip Localizer” scan. In the primary somatosensory cortex (SI), the contralateral lips are organized upright along the postcentral gyrus. The contralateral upper-lip representation (red) extends into the central sulcus, and the lower-lip representation (green) is located on the inferior postcentral gyrus. The upper and lower lip representations in the secondary somatosensory cortex (SII) are small and do not have a full sweep of phases. This may reflect the lack of a full contralateral representation, or it may simply be due to the fact that the internal details of the representation are too small to be resolved by our imaging resolution (whose minimum voxel size is limited by signal-to-noise considerations). The left primary motor cortex, however, shows a complete representation of the contralateral lips. The large size of the upper and lower lip representations in most somatosensory areas (Figs. 3B and 6) suggests that the lips (mouth) could be thought to be the “fovea” of the face. Note, however, that in VIP, the lip representation appears to be smaller than the periphery of the face representation.

**Digit representations**

A 256-s “Finger Localizer” scan revealed multiple areas of the contralateral and ipsilateral representations of fingers (Figs. 4A and 6), including primary somatosensory (SI) cortex on the superior postcentral gyrus, secondary somatosensory cortex (SII) on the upper bank of Sylvian sulcus, area 7b at the posterior end of the Sylvian sulcus, primary motor cortex (MI) at the superior precentral gyrus, and areas in the anterior and ventral intraparietal sulci (AIP and VIP).

A 512-s phase-encoded scan revealed some of the details of the somatotopic organization within the regions (Figs. 4A and 6) activated in the “Finger Localizer” scan. In the primary somatosensory cortex (SI), a complex pattern of activation was revealed, with clear evidence for multiple representations of each digit. Even more than in the case of the lips, the individual finger representations are right at the limit of our spatial resolution. To completely resolve the somatotopic representation of the digits, it is likely that a higher signal-to-noise surface coil is required in order to acquire high-resolution images with smaller voxels.

Interestingly, a substantial degree of digit somatotopy was revealed just inferior to VIP at the confluence of the postcentral and intraparietal sulci in a region given several different labels, including AIP in this paper (see Discussion). The overall positioning of face and forelimb in VIP and this more inferior region (face medial, forelimb lateral) are opposite to that in the somatomotor strip (face lateral, forelimb medial).

**Face vs. fingers**

A 256-s “Face vs. Fingers” scan was designed to identify the overall borders between cortical representations of the face and fingers. Because only areas on half of the body surface (right face and right fingers) were stimulated, this scan revealed both contralateral and ipsilateral representations of the face and fingers (Fig. 4B). Contralateral to the stimulation, three main postcentral finger representations were found: SI (areas 3b, 1, 2), SII (areas PV, SII proper, and 7b), and AIP (adjacent to SI); as well as precentral finger representations: MI and PMv. Face representations were also found at three postcentral regions: SI (areas 3b, 1, 2), SII (areas PV, SII proper, and 7b), and VIP. The activated focus on the precentral gyrus was tentatively labeled PZ (as opposed to the face representation in MI or PMv). Note that the face region revealed by the “Face vs. Fingers” comparison was smaller than the face region revealed by the “Face Localizer” scan; in particular, the lateral part of AIP defined as a face representation by “Face vs. Fingers” was also activated by the “Face Localizer” comparison (face vs. nothing).

The representations of the face and fingers in the left (contralateral) hemisphere generally agreed with the areas found in the “Localizer” scans. However, the right hemisphere – ipsilateral to all stimulation – also showed areas that preferred face versus fingers stimulation. The regions preferring each type of stimulation in the ipsilateral hemisphere were in similar (homotopic) positions to areas in the contralateral hemisphere.

**Discussion**

Functional magnetic resonance imaging has become a routine tool in cognitive neuroscience but is currently less used for clinical studies. Experimental setup in the MR environment remains a challenging task, especially for somatosensory experiments. In this study, a computer-controlled, MR-compatible system was constructed and demonstrated that can deliver air puff tactile stimuli automatically inside or near the RF head coil in the scanner bore.

Fully automatic tactile stimulation could potentially be useful for clinical situations where the patient cannot follow verbal instructions and actively generate motor responses. Self-paced stimulation—such as the venerable “finger-tapping” paradigm commonly used to localize hand somatomotor cortex—can be difficult to accurately control, even for a healthy volunteer. These problems are greatly magnified when one considers self-stimulation of the face. In our pilot experiments, the subject gently touched different part of his face with a brush while listening to verbal instructions through headphones in the head coil (Sereno and Huang, unpublished data). This experiment resulted in massive head-motion artifacts correlated with the experimental paradigm. An additional complication of self-stimulation is that brain activities elicited by active hand movements may not be distinguished from those elicited by passive tactile stimulation. These problems may be minimized if the stimuli are delivered by a well-trained experimenter (Iannetti et al., 2003; Miyamoto et al., 2006). However, this approach is practically limited to block-design paradigms (ON vs. OFF) on one or two sites during each scan. Precise manual stimulation over a large continuous body surface may be difficult. These issues make fully automatic and passive tactile stimulation a preferable solution.

The Dodecapus system can be flexibly and rapidly adapted to stimulation of the face, lips, fingers, as well as other body parts. This flexibility is important given the extremely complex shape of the somatosensory receptor surface. The pulse sequence of air puffs of each channel is completely programmable such that one can implement experimental paradigms with various temporal and spatial patterns of air-puff patterns, e.g., stimulation on the left face vs. right face. Although the current prototype has only 12 air-puff channels, it is easily expandable by adding more solenoid air valves and “legs” to it (Briggs et al., 2004; Zappe et al., 2004). The PC parallel port interface (8 bits) can control up to 256 channels. One limitation of pneumatically driven systems is that they generate stimulation at lower frequencies than vibration-based systems. Dodecapus was designed to deliver low frequency air puffs (~10 Hz) for somatotopic mapping experiments. However,
one can replace the nozzle of the plastic leg with various heads or vibrators that generate high-frequency vibrations (Gelnar et al., 1998). The adjustable plastic legs of *Dodecapus* made it easy to precisely direct nozzles to any location on the face from various angles, which may be useful for trigeminal pain research (Borsook et al., 2004; DaSilva et al., 2002; Iannetti et al., 2003). For example, one can aim at all three trigeminal branches (V1–V3) on both sides of the face with 12 air puff legs. In addition, a plunger with a probe could be added to the end of each flexible tube. There is sufficient air pressure to drive the probe with enough force to generate a range of sensations from light touches to noxious stimulation. Finally, the air delivered through the flexible legs could be heated or cooled to measure sensitivity to temperature.

This study is a first step toward a complete non-invasive mapping of the human somatosensory cortical representation. We interpret our results first in light of previous, high-resolution microelectrode mapping of somatosensory cortex non-human primates. Merzenich et al. (1978) initially found that the area previously identified as SI actually contained four separate representations of the body: area 3a at the fundus of the central sulcus (responding mainly to muscle receptors), and three areas responding to light touch: areas 3b and 1 containing the smallest receptive fields, and area 2 containing somewhat larger receptive fields. Other work (Coq et al., 2004; Disbrow et al., 2000; Knibitzer et al., 1995; Wu and Kaas, 2003) showed that the region originally identified as SII in the Sylvian sulcus actually consisted of two separate areas, SII proper and the parietal ventral somatosensory area (PV); this pattern was common to virtually all mammals. The multiple subdivisions of SI seen in monkeys, by contrast, are not common to all mammals (Kaas et al., 1979, 2002). Just posterior to SII proper is yet another representation, area 7b (Friedman et al., 1980), which spills out of the posterior end of the Sylvian sulcus. Finally, it was known that neurons in the ventral intraparietal sulcus (VIP) have localized receptive fields on the face (Duhamel et al., 1998); but these neurons were not thought to be arranged into a topographic map (Huang and Sereno, 2005; Sereno and Huang, 2006).

Our fMRI results provide evidence for somatotopic maps in all of the aforementioned areas in the somatosensory cortex, as well as areas VIP and AIP in the parietal cortex. Before comparing our results with microelectrode mapping experiments, it is important to consider the different strengths of the two methods. Microelectrode mapping has better resolution than fMRI, but it is more difficult to sample the cortex evenly with an electrode (Jain et al., 2001; Hayashi et al., 1999; Manger et al., 1996, 1997). By contrast, fMRI sampling is uniform but coarser, which runs the risk of missing or blurring maps whose dimensions are close to voxel sizes.

In SI (defined as 3a, 3b, 1, and 2), in most cases, we found evidence for multiple representations of the contralateral face, lips, and fingers. Given the gentleness of our stimuli, we did not expect to activate area 3a. However, in most cases we were not able to positively distinguish the representations in 3b, 1, and 2. An additional difficulty in distinguishing these areas is that we only mapped one coordinate of the two-dimensional somatosensory maps (face polar angle but not face ‘eccentricity’ [radial distance from the mouth]; digit numbers but not distance from the base of the finger). This will have to wait for the construction of a stimulation device with a higher nozzle count (Zappe et al., 2004) combined with higher resolution scans using a surface coil. Nevertheless, the repeated representation of particular face locations, lip locations, and finger locations in virtually every scan strongly suggests that there are multiple representations of the face, lips, and fingers in human SI (see also Blankenburg et al., 2003; Moore et al., 2000a; Kurth et al., 2000; Overduin and Servos, 2004; van Westen et al., 2004).

We also found evidence for multiple representations of the body in the Sylvian sulcus in the regions expected to be occupied by PV, SII proper, and area 7b. The strongest evidence for three representations in this region is seen in Fig. 4B, left (contralateral) hemisphere, where three face and three finger representations are clearly visible in the Sylvian sulcus.

The face localizer scan activated several areas anterior to MT (as defined in these subjects by retinotopic mapping; data not shown), which have been previously reported for moving tactile stimuli on the hand (Hagen et al., 2002; Blake et al., 2004; Beauchamp, 2005). The activated region was somewhat variable across subjects (Figs. 3A and 5). In most cases, the activated region adjoined MT but in a few instances, the activated region was found near the STS.

Finally, we corroborated our finding of face somatotopy in area VIP (Huang and Sereno, 2005; Sereno and Huang, 2006). Additionally, we found evidence for a small representation of the lips in area VIP. Immediately adjacent to VIP, we found strong evidence for passive finger somatotopy in an area just inferior to the confluence of postcentral and intraparietal sulci. This area has been labeled PP (posterior parietal) by Ruben et al. (2001) and “PostCS” region by Culham (2003). We suggest that this area may correspond to a human homologue of AIP (Binkofski et al., 1998; Culham et al., 2006; Frey et al., 2005; Lewis and Van Essen, 2000). These results suggest that AIP and VIP form a third tier of somatotopic maps that have multisensory properties. We might expect to find a more lateral part of AIP that represents the foot independent from those in PV, SII proper, and 7b. The evidence from Golaszewski et al. (2006) may be consistent with this idea.

Conclusions

*Dodecapus*, a computer-controlled MR-compatible system was constructed to automatically and independently deliver light air puffs to 12 locations on the body surface through a manifold inside the magnet. While we focused primarily on face stimulation, this flexible system can also deliver air puffs to lips, fingers and other body parts during the same scan. Two-condition block design paradigms were employed to localize the representations of the face, lips and fingers in the primary and secondary somatosensory, parietal, and motor cortices. Phase-encoded paradigms were then used to reveal the internal organization of the somatotopic maps in these areas. This system is easy and quick to set up, and could be useful for non-invasive somatotopic mapping in both basic and clinical studies.
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