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Dynamic Changes in Steady-State Responses

R.GaLamBos and S. MAKEIG

1 Introduction

The research we report here began in 1980 when we rediscovered the so-called
steady-state auditory evoked responses (SSRs) described some 20 vears earlier (Cha-
trian et al. 1960; Geisler 1960; Galambos et al. 1981). Figure 1 shows such SSRs after
their extraction by computer averaging from the scalp EEG of an adult who was re-
ceiving clicks monaurally through an earphone. Time-locked brain potentials appear
at each rate (nominally 10/s in the top panel, 20 in the middle, and 40 in the bottom);
at the 40-Hz rate, the individual response averages resemble single sine waves.

The question has been raised whether important relationships exist between
evoked potentials such as those in Fig. 1 and the spontaneous EEG frequencies. As
Bagar points out (1980), the well-known alpha wave bursts appear spontaneously in
the 10-Hz region but similar bursts can also be “evoked” by a single stimulus; fur-
thermore. the brain readily follows or “resonates” when stimuli are applied at this
rate. As for the 40-Hz region, Fig. 1 shows that the brain can be entrained at this fre-
quency also, and, as Freeman describes elsewhere in this volume, several brain struc-
tures show both spontaneous and stimulus-initiated activity in the 40-Hz range. Thus
the 40-Hz region, like the 10-Hz region (and 20, 60, and 70, as Basar points out)
seems to display an unusual propensity for generating both spontaneous and driven
responses.

Bagar takes the position that brain research centered upon these frequency
regions may well uncover significant new information. We have elected to present
here some experiments that fit in with this idea — experiments that, it turns out, also
delineate what may be a new class of dynamic processes that modulate transmission
in the sensory pathways. We will also describe in some detail our quantitative meth-
ods for producing and analyzing SSRs like those in Fig. 1, since we have to date re-
ported only briefly on this research (Galambos 1981, 1982; Makeig 1985).

2 Methods

2.1 Block Diagram

Figure 2 shows the instruments and procedures used by us (and others) to produce
and analyze SSRs like those in Fig. 1. A train of computer-generated auditory signals
(clicks or short-tone bursts at the rate and intensity specified in the program) are de-
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livered to a subject through earphones; these stimuli evoke a train of individual re-
sponses at the points indicated by the arrows above the EEG tracing. The EEG thus
collected is then averaged and/or Fourier-transformed to determine the amplitude
and phase of the EEG response at the same frequency as the rate of stimulation.

2.2 Response Analysis

Figure 3 plots the frequency distribution of the EEG amplitudes obtained during
such an experiment in which the listener received 40 clicks/s. The plot reveals sharp
amplitude peaks at the stimulus rate, 40 Hz, as well as at 60 Hz, the power-line fre-
quency. Our procedure can be thought of as creating a unique electrophysiological
event (the 40-Hz SSR) from which numbers representing its amplitude and phase are
extracted.

Fourier analysis is conceptually an efficient method for fitting a sinusoid to a
periodic signal such as the 40-Hz SSR (see Regan 1982 for a complete discussion). In
our application, the computer matches such a best-fit sinusoid to an average (usually
containing 64 responses, or about 2s in real time) and records its amplitude and
phase. We use peak-to-peak amplitude, and phase relative to signal onset as our
measures. The meaning of “phase” in our case is illustrated in Fig. 4, where sinusoids
simulating best fits to five responses are shown, each rotated 90° further relative to
the stimulus onset; the numbers representing their amplitude and phase values
appear in the top and bottom graphs, respectively, and in real experiments remain
available for further statistical manipulations (Elberling 1979; Sayers et al. 1979;
Stapells et al. 1984).
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Fig. 3. The EEG spectrum obtained during a 15-min session in which monaural clicks were delivered
throughout; note the amplitude peak at the stimulus rate, 40 Hz
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Two technical points should be made explicit. First, the stimulus rate must be an
exact submultiple of the EEG sampling rate and locked to it under common clock
control, for otherwise the response energy would spread into several frequency bins,
and the moving average method described below would fail. Secondly, note that
frequency-domain averaging can be carried out in two different ways. One can aver-
age in the time domain followed by computation of the amplitude and phase from a
grand average or, equivalently, the real and imaginary parts of the phase plane vec-
tors that represent each response can themselves be averaged and the result con-
verted to amplitude and phase (“coherent averaging”).

2.3 The Phase Plane

As shown on the-left of Fig. 5, amplitude and phase of the computer-generated best-
fit sinusoid can be represented in polar coordinates as a vector with its tip located at
a particular spot in the phase plane. This vector tip can also be specified in Cartesian
coordinates as distance along the horizontal (the so-called real) axis and the vertical
(or “imaginary”) axis; this so-called complex representation is what the discrete and
fast Fourier transform (DFT and FFT) algorithms deliver, and, as described below,
we use it to smooth or average a series of responses.

Another useful response measure is phase coherence, which estimates how close-
ly the successive phase values cluster during an experimental session. The right half
of Fig. 5 shows, for example, ten simulated sinusoidal best fits and their phase-plane
vector representations. The ten vectors are not randomly distributed around the ori-
gin but are more or less clustered together, as will be the case when audible signals
drive the nervous system. A statistical test of this phase aggregation is phase coher-
ence or circular variance (Mardia 1972). Phase coherence varies between 1 (all
phases identical) and 0 (ph.ses equally distributed arounc the origin). Over much of
its range, phase coherence is near-linearly correlated with the ratio of response am-
plitude to the amplitude of the background EEG at frequencies near the stimulus
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Fig. 5. Polar plots of response
vectors. Upper left, the best-fit
sine wave drawn through a.
simulated noisy SSR is repre-
sented below as a vector in
polar coordinates. On the right
ten simulated best fits are re-
presented below as vectors
clustered in one quadrant. a
distribution typical of SSRs
Lro® collected during supra-
threshold stimulation

rate (Makeig 1985), and so it indexes both the presence and the robustness of a re-
sponse.

2.4 EEG Background Estimation

A great advantage of the frequency-domain approach is that it can eliminate, if de-
sired, all EEG activity not precisely at the stimulus rate. However, we frequently use
the information available on spontaneous EEG amplitudes at frequencies near the
stimulus rate because their average provides an excellent moment-to-moment esti-
mate of what the spontaneous EEG amplitude at the stimulus rate would amount to
if the stimulus were turned off.

2.5 Rate Series, Intensity Series

The way response amplitude and phase change as stimulus rate change is called a
“rate series,” and the way these vary as stimulus strength changes is called the “in-
tensity series” (Galambos et al. 1981). Examples of both, including also the estimate
of stimulus-rate EEG background, are seen in Fig. 6. Each of these graphs illustrates
a fundamental SSR relationship.

The rate series data (Fig. 6A) come from two experiments on the same subject
during which clicks were presented at the eight different rates shown on the abscissa.
The solid curves show experimental data analyzed in the frequency domain, whereas
the dotted (amplitude) curve comes from a study conducted 2 years earlier when
only time-domain (peak-to-peak) analysis was available. Both methods produce
similar amplitude curves, as would be expected (Stapells et al. 1984), and also give
an indication of the stability of the response characteristics over time. Note that the
response amplitude peaks in the 35-40 Hz region, which is normal for adults. The
phase plot presents a second, different view of the orderly relationships in the data,
one from which the time interval between stimulus delivery and the activation of the
responding structure can be estimated (Van der Tweel and Verduyn Lunel 1965;
Regan 1982). What has been termed the “apparent” or “implied latency” can be de-
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Fig.6A,B. Amplitude and phase plots for SSR experiments in which stimulus parameters change.
(A) The rate series; (B) the intensity series

rived from the slope of these phase plots; for visual data, this was estimated in 1965
to be about 60 ms and for the auditory data in Fig. 6A it is about 40 ms.

The intensity series in Fig. 6B plots data from another pair of experiments; this
time SSRs were collected while 250-Hz tone bursts were being delivered at a con-
stant rate but at the different intensities shown on the abscissa. (All our tone bursts
are the so-called 2-1-2: two stimulus periods each for rise and for fall, one at plateau;
total duration for the 250-Hz tone burst is therefore 20ms.) The arrow marks the
listener’s behavioral threshold for these tone bursts. Again, response amplitudes
established by time- and frequency-domain procedures are similar, and the phase
plot once more indicates, separately and independently, the presence of an orderly
relationship between the physiological responses and the stimuli that initiate them.
Whether analyzed in the frequency domain or in the time domain, the SSR intensity
series is excellent for threshold estimation, as shown here; the fact that analysis in
the frequency domain so readily quantifies two important response features makes it
the method of choice (Stapells et al. 1984).

2.6 The Moving Average

To assemble the data in Fig. 6, stimulus rate (Fig. 6A) and intensity (Fig. 6B) were
randomly changed every few seconds, the responses being segregated, stored, and
finally reconstituted as the grand averages shown. In the experiments of Fig. 6, this
randomization procedure was selected deliberately in order to eliminate any time-
dependent response fluctuations that might appear. If, instead of eliminating them,
one chooses to examine these fluctuations. as we are about to do, the individual SSR
averages are subjected to a moving-average procedure and displayed as in Fig. 7. To
create this moving average, we move a rectangular averaging window of specified
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Fig. 7. Dynamic changes in SSR measures (amplitude and phase) during a 30-min session in which
weak tone bursts were delivered into one ear throughout and a musical compositior. was played into
the other ear for part of the time. Electrodes: Cz-left earlobe

length progressively through the approximately 2-s (64 stimulus) response epochs
into which the EEG has been divided (see Fig.2). In Fig. 7, a window length of 8
epochs (about 13s) was used. Hence the first amplitude and phase points plotted in
Fig. 7 give averages for epochs 1 through 8, the second for epochs 2 through 9, etc.
Averaging windows representing about 15s in real time remove the rapid fluctua-
tions in the response (which are due largely to EEG activity unrelated to the stimula-
tion) and reveal for examination the slow, time-dependent changes.

We can now turn to some experimental results obtained using the methods just
described.

3 Results

3.1 The High-Rates Probe

The experiment of Fig. 7 was one of an exploratory series prompted by reports that
the amount of 40-Hz EEG activity increases with attentive behavior in animals and
man (“focused attention”; Sheer 1976; Flinn et al. 1977; Bouyer et al. 1981; Bagar
1980), that it correlates positively with intelligence (Flinn et al. 1977), and that it de-
creases with sleep (Linden et al. 1985). The experimental plan involved delivering
our brief tone bursts (or “probes”) at a rate near 40 Hz to one ear for about 30 min
with intermittent introduction into the other ear of tape-recorded music or story
material intended to engage the subject’s interest and attention. The hypothesis: lis-
tening intently may alter amplitude and/or phase of the probe response.

The musical composition played into the right ear in the experiment of Fig. 7 was
the fourth movement of Beethoven’s Third Symphony; subject instructions were to
relax and enjoy the music as if in a concert hall. The results can be described as fol-
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lows. SSRs are generated to the tone burst probes throughout, but their amplitude
and phase fluctuate in two ways. First, the traces show numerous peaks and valleys,
a count of which yields about 30, or close to 1 cycle/min. We use the term “minute
rhythm” for these fluctuations; as we shall see, they actually display periods ranging
from about 30s to 2min and are a constant feature of such recordings. Secondly,
music onset initiates a sustained amplitude drop and alters the phase plot, and with
music offset the premusic values for both are restored.

Numerous studies of the sort summarized in Fig. 7 have revealed that the high-
rates SSR can be modulated in at least three ways: spontaneously on a near-minute
time scale, as well as by a stimulus delivered to the contralateral ear, as seen in
Fig.7; and during the brain-state changes associated with drowsiness and sleep
(Makeig 1985). In the experiments that follow, we have attempted to isolate and ex-
amine each of these factors by itself.

3.2 Sleep

Falling asleep does cause important changes in SSR measures, as demonstrated in
Figs. 8 and 9 (and see also Brown and Shallop 1982; Klein 1983; Linden et al. 1985).
The next time you are seized with an uncontrollable need to take a nap after lunch,
remember Fig. 8; it illustrates what your SSRs might look like as you undergo the
experience. The postprandial subject of Fig. 8, an adult male reclining comfortably
on a couch, reported dozing off and waking up twice during a pilot study intended to
chart the variability of his SSRs to the weak clicks presented at 39/s. This figure dis-
plays the raw data of the experiment: that is, 64 consecutive averages (each average
is a single cycle in the figure) written out one after the other; in the figures shown
elsewhere in this report, the Fourier-transform procedures have extracted the ampli-
tude and phase information from averages such as these. In this instance, each epoch
contains 128 rather than our usual 64 responses, which means it represents about
3.3s in real time. The recordings show that response amplitudes drop by 50% or
more with dozing and return abruptly with awakening.

Figure 9 similarly demonstrates awake-asleep brain changes monitored by SSRs,
this time throughout an experiment lasting 30 min. Here the purpose of the study was

40 Hz ERP Amplitudes

-~ Awake — Awoke
l - Dozing off — =Dozing off-=
5.4 mins

) . Fig. 8. Dynamic changes in SSR amplitudes
Right ear clicks 30 d& SL during :ight sleep in a subject who was
39/sec  Adult 8  Fhd-L. eor supposed to remain awake
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Fig.9. SSR amplitude changes during a 50-min experiment in which the subject repeatedly dozed
off. The data consist of 24 intensity series like the one shown in Fig. 6B: the artist has connected cor-
responding points to produce this three-dimensional display

to establish whether a change in SSR threshold occurs during dozing and sleep, and
so a series of eight probe intensities (the intensity series; see Fig. 6B) was presented
24 times in succession; the figure plots the results in three dimensions, with response
amplitude upward, time back to front, and signal strength left to right. The subject’s
verbal reports appear above the graph.

The plot can be described as an undulating surface that reveals the dynamic
changes under way in the SSR brain generators. The 25-dB stimulus line shows four
or five deep scallops with peaks at 10-15-min intervals, and these usuaily coincide
with subject reports of reawakening. The 10-dB contour does not show these scal-
lops, or at least not to the same degree. Also, the 24 lines charting the successive in-
tensity series differ considerably from one another; some rise from threshold in a
straight line (i.e., show a linear amplitude increase with intensity), while others show
flat regions (“plateaus”) or even actual reversals (amplitude drops as intensity rises).
While some of these response irregularities may be due to our inability to sample
intensities simultaneously, the maximum amplitude changes do approximate 50%, as
in Fig. 8, and they correlate similarly with subject reports.

The experiments of Figs. 8 and 9 raise many questions for additional research to
answer, but both agree that drops in mean amplitude seen during experiments like
the one summarized in Fig. 7 could in fact be due to a change in the state of the sub-
ject on the sleep—wakefuiness continuum.

3.3 Central Suppression

To test the possibility that, in the experiment of Fig. 7, the drop in mean response
amplitude during the presentation of music was a masking phenomenon, we replaced
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the music by noises controlled in amplitude, band-pass, and ear of delivery. The first
example is Fig. 10, where increasing levels of narrow-band noise (1000-Hz center fre-
quency, 18 dB per octave skirts) and the probe (a 1000-Hz tone burst 2—1-2) were
both delivered to the same ear. This is a simple masking experiment; behaviorally,
when both signals were presented together, both were heard except at the 5-dB noise
level, where the noise was inaudible, and at the 45-dB noise level, where the probe
was masked. Physiologically, SSR amplitudes seem to rise slightly at the 15- and 25-
dB levels then drop steadily to their lowest values where masking is complete; the
phase and phase coherence values also move, and in an orderly manner.

Figure 11 resembles Fig. 10 in all respects except that the noise is presented to the
ear contralateral to the probe. Behaviorally, both signals were clearly audible
throughout, and in separate tests the probe threshold remained unchanged -i.e., the
probe was not masked - at contralateral noise levels up to 75dB. Despite this be-
havioral evidence for no interaction between the signals, the physiological data re-
semble those seen in Fig. 10 in the following ways:

1. Amplitude is enhanced at the 5-, 15-, and 25-dB noise levels.

2. The absolute phase values change in the same direction, beginning in this case at
the 15-dB noise level.

3. Change: appear in all three response measures at the 45- and 55-dP noise levels
which, though considerably smaller in amount, resemble in kind and direction
those seen in the ipsilateral masking case.
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These results strongly indicate that an interaction within the brain is what pro-
duces first enhancement and then suppression of the probe response as the noise de-
livered to the contralateral ear progressively rises in intensity. The possibility that
sound waves physically interact at the basilar membrane level in the ear receiving the
probe stimulus seems to be entirely excluded.

This contralateral suppression phenomenon has been explored in considerable
detail using seven subjects each of whom received wide-band noise at three levels in
one ear and 500-Hz tone bursts at three levels in the other. Every subject showed the
same main effect seen in Fig. 11: with increase in noise intensity, probe response am-
plitude and phase coherence both dropped. At each of the three noise levels, the
effect was usually greatest for the weakest probe, and progressively smaller as probe
intensity rose. i

Unexplained variability in the data calls for further study, but the main conclusion
seems firm: contralateral noise at a level well below what is required for masking
changes the way a probe activates the nervous system. The results further suggest
that ipsilateral noise, in addition to interacting physically with a signal like our probe
at the basilar membrane level, may be similar to contralateral noise in interacting
with the probe response centrally. Both of these speculations disagree with conven-
tional masking theory and obviously remain to be tested experimentally.
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3.4 Minute Rhythms

The distribution of minute-rhythm frequencies actually present in a recording like
that of Fig. 7 can be seen in Fig. 12, which plots (solid curve) on loglog coordinates
the spectrum of a typical 14-min (512 average) record made during right-ear stimula-
tion by 500-Hz tone bursts. The spectrum was weighted by the spectral characteristic
of the window filter used, which produces a null at 20-s periodicity. (This cutoff was
chosen arbitrarily in order to resolve modulations in the 30-120-s range optimally).
The dotted curve shows an expected value of the spectrum estimated by a bootstrap
procedure in which 512 white-noise epochs were moving-window-averaged, Fourier-
transformed, scaled, and plotted in the same manner as the responses. The differ-
ence between the dotted and solid curves shows relative response maxima near 60s
per cycle and at 28 and 40s per cycle. This distribution of “minute” rhythms is typi-
cal, but when successive recordings receive this same analysis, the resulting distribu-
tions are never exactly the same. Evidently some centrally located system dynami-
cally modulates the output level of the brain cells that mediate the SSRs, and in a
way that itself varies through time.

We remark here parenthetically that SSRs driven by visual (checkerboard rever-
sals) and tactile (vibratory) stimuli at rates in the 30-50-Hz range show minute-rhythm
modulations that closely resemble the auditory examples illustrated here. Their rela-
tive amplitude fluctuations may in fact be larger, but the definitive study comparing
minute rhythms in the three modalities remains to be done.

Every adult record examined during the past 4 years has shown minute rhythms,
and this includes many collected during multichannel recording sessions. Figure 13
answers the question whether the rhythms at one scalp site are like those being re-
cor-ied at the same time at anothe scalp site. In the experiment. the electrodes were
placed symmetrically over left and right hemispheres (F3-TS and F4-T6) across the



Dynamic Changes in Steady-State Responses 115

°8

T o
§ 0.9
=
§ 0.0
Click
30 dBSL
0.8 40.06 Hz

(NN NS N SN R R E

TIME IN MINUTES

Fig. 13. Minute rhythms recorded over left and right hemispheres during 20 min of left ear stimula-
tion with clicks. The correlation coefficients (r) show the rhythms synchronize quite differently in the
successive 6-7-min periods

dipole Wood and Wolpaw (1982) identify as highly active during the first 100ms post-
stimulus. Clicks applied to the left ear produced SSRs on both sides (but larger on
the right, a common finding in our studies), each showing typical minute rhythms.
Even a cursory examination reveals that these rhythms are not exactly alike, and
when a correlation coefficient is obtained for these successive 6-min samples (each
256 averages), the rhythms turn out to be sometimes entirely unrelated (r==0.04)
but usually reasonably in phase (r = 0.68 and 0.54). This gives a clear answer to the
initial question; the rhythmicities recorded at different scalp sites vary widely. Ap-
parently a mechanism for synchronizing the rhythms does exist but its level of opera-
tion changes through time. The numerous questions raised by this conclusion cannot
be explored further here.

3.4.1 Concurrent Stimulation

When two (or more) stimuli are delivered at the same time. frequency-domain pro-
cedures allow the independent evaluation of each SSR produced. All that is required
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Fig. 14. Minute rhythms recorded at a single scalp location (Cz-Oz) during concurrent stimulation of
an ear at one rate and an eye at another. The correlation between the two minute rhythms in this
sample is 0.28
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is the delivery of the stimuli at different rates; the resulting EEG spectrum will now
contain peaks at the two stimulus rates (not just one, as in Fig. 3). each the candidate
for the same complete analysis in the frequency domain. This was done in the exper-
iment summarized in Fig. 14: stimuli were clicks at one rate, visual checkerboard
alternations at another, with recording limited to a single scalp site. The display
shows two minute-rhythm patterns, one for each stimulus modality, and these corre-
late 0.28. Identical runs on the same subject on the same day yielded these additional
coefficients: 0.10, 0.37, 0.35, —0.09. To some, these results may suggest that the
events responsible for minute rhythms are less likely to take place in the cortex -
which the two sensory inputs presumably share in part at least - than at some subcor-
tical location where the two pathways are separated. More experiments will, how-
ever, be required to settle the question.

3.4.2 Summary of the Minute-Rhythm Findings

1. Spectra of auditory SSR amplitude fluctuations show the minute-rhythm energy
to be distributed unevenly between 20 and 120s per cycle, with a peak frequently
present in the region of 60s per cycle. The term “minute rhythm” is therefore not
entirely inappropriate, but should not be interpreted literally. Similar modula-
tions of visual and tactile SSRs also occur. The process(es) responsible for these
dynamic amplitude fluctuations in the three modalities remain to be identified.

2. Minute rhythms recorded simultaneously at different scalp locations are some-
times in phase and sometimes not. The process responsible for this partial and
variable synchronization in the different brain regions is unknown.

3. Minute rhythms recorded at the same scalp site during concurrent stimulation of
two end-organs similarly vary in synchrony and, again, the responsible mecha-
nism(s) remain to be identified.

4 Discussion

4.1 SSR Generators

For more than 20 years, certain conceptual and analytic problems associated with
evoked potential research have challenged members of this symposium - particularly
Adey, Bullock, Freeman, John, and the senior author of this paper (Freeman 1962;
Adey 1967; Bullock 1967; Galambos 1967; John 1967). Foremost among these prob-
lems is identifying the brain cells responsible for generating evoked potentials, in-
cluding the SSRs considered here: what cells are involved, where are they located,
and what rules control when they will generate the currents we record?

Drug studies have clearly shown that whereas cell groups such as the classical af-
ferent pathways work about equally well in anesthetized and unanesthetized states
(the human auditory brain stem response is such an example), others generate their
currents only in unanesthetized animals, and still others only when experimentally
specified external ~onditions are met (as both Jo'in and Freeman show elsewhere in
this volume). Where are these labile cells that spring into action when the animal
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orients toward a novel sound (John 1967) or when a human listener perceives a word
deliberately misplaced in a sentence (Kutas and Hillyard 1980)? What process swings
a brain’s electrical output over the range that extends from zero in anesthesia to high
levels in concentrated attention? ‘

Judging from where electrodes record evoked activities on the scalp and in the
depths, these labile cell collections must be numerous, large in extent, and wide-
spread throughout the forebrain. In animals, several regions contribute to SSRs re-
sembling the potentials featured in our studies. Using ablation techniques in the -
guinea pig, Yoshida et al. (1984) have identified four: one in each hemisphere; one
deep in the midline that remains active after bilateral removal of the cortex and in-
ferior colliculi; and one present after decerebration. In man, strong evidence for a
generator in each hemisphere comes from magnetic measurements (Romani et al.
1983), and a recent clinical study supports the claim that 40-Hz SSRs recorded at the
scalp come from the midbrain, not the cortex (Spydell et al. 1985). Our present
working hypothesis is that, as in the guinea pig, currents are generated in at least one
deep (probably thalamic) midline site and at the cortical terminus of each afferent
pathway. We assume that what the electrodes record, as theory predicts, is the alge-
braic sum of these at least.

4.2 SSR Versus Other Evoked Potential Procedures

In what way, one may ask, do these SSR experiments differ from those that have
evolved during the past 20 years into the ones reported at this symposium by John,
Freeman, and others? To answer this question, we will first list the essential features
of the high-rates probe procedure we have developed, then compare it with the more
conventional approaches, and finish with several generalizations extracted from the
results reported in the previous section.

4.2.1 Characteristics of the High-Rates Probe Procedure

1. A stimulus in any modality probes the CNS continuously, at high rates near 40 Hz.

2. Every few seconds a new response average (the SSR) is computed or updated.

3. Frequency-domain analysis produces multiple response measures from each aver-
age.

4. Multidimensional data plots chart dynamic changes in CNS status.

5. Multichannel recording reveals for comparison the dynamic events at more than
one cortical terminus of a given afferent pathway.

6. Concurrent stimulation within or across modalities, which produces two (or
more) averages at the same cortical location, permits simultaneous evaluation of
more than one afferent pathway at any electrode site.

4.2.2 Models

Evoked potential physiology has from the beginning been compared to testing proce-
dur;s commonly used in engineering practice. Just as the geologist in search of oil
explodes a dynamite charge on the ground and analyzes the echoes returning to his
array of motion detectors, so the visual or auditory stimulus perturbs ongoing pro-



118 R.Galambos and S. Makeig

cesses in EEG generators - starts some, stops others, changes phase-locking in still
others - and thus creates the evoked potential. The high-rates probe procedure de-
scribed here certainly fits this description, but perhaps the model of two people con-
versing in the question-answer format is even more apt. The probes represent a
stream of identical questions that are answered every few seconds by the response
average. Each answer is interesting in itself, but, when linked together (see Fig. 8).
they reveal the even more interesting dynamic changes going on in the system that
formulates the reply. Thanks to the frequency-domain procedures, every reply is de-
composed into two independent components (amplitude, phase). each a complete
story in itself and collectively a multidimensional description of a continuing inter-
action between stimulus events and the responding system.

With this model for reference, one detects few similarities between our probe
procedure and Freeman’s design. His EEG response frequencies are similar (40 Hz
and above), but they are not stimulus driven, since the stimulus odor that initiates
them has no frequency structure. John’s animal conditioning experiments come
closer. His stimuli (“tracers™) resemble probes in being repetitive modulations of
intensity; they recur, however, at relatively low rates (10 Hz or below) and are in fact
conditioned stimuli to which the animal is trained to react. Our probes, by contrast,
are weak signals which subjects are expected to ignore, but of course experiments
could easily be designed in which probes become tracers in John's sense.

4.2.3 Modulators

This research seems to have identified at least three mechanisms, or processes, that
contro! the output of the generators active during sensory stimulation. It may be
heuristic to give these mechanisms a name - “modulators” - and to differentiate
them on the basis of what they do. One class of modulators yields the minute
rhythms, another the response changes associated with sleep, the third those events
revealed in the central suppression studies. If we call these modulators “cyclic,”
“sleep-related” and “stimulus-linked,” respectively, we not onlyv describe the data
observed but additionally suggests the time course of the action each exerts on the
generators it controls.

Cyclic modularors introduce quasiperiodic fluctuations of varying size. Minute
rhythms are the clearest example but whether still others will be found is left open.
Cyclic modulators seem to be entirely under endogenous control, operate equally
well on SSRs in any modality at any intensity, and persist in the presence of activity
in the other modulator types. Their anatomical locations are uncertain: some evi-
dence argues for cortical loci, some for their insertion into the individual afferent
pathways at a subcortical level. Animal lesion studies and suitable human clinical
cases will be required to resolve this problem.

The sleep-related modulator, identified by the changes seen during dozing and
sleep, changes SSR amplitudes aperiodically, over wide ranges, and sometimes
rapidly (as when someone suddenly wakens). Its unique linkage to sleep suggests an
anatomical locus within CNS regions where changes in sleep and wakefulness are to
be found. Like cyclic modulators it is entirely endogenous, but the two types of
endogenous processes seem to proceed independently of each other and so may be
located in different places in the brain.
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The stimulus-linked modulator adjusts generator output to a new level whenever
two auditory stimuli are presented at the same time. (This statement may also hold
across modalities, but the evidence is still sparse.) This stimulus-dependent mod-
ulator is perhaps best classed as “exogenous.” but whether its activities are affected
by state changes such as sleep has not been studied. Locating it anatomically also in-
vites further investigation; the interaural interactions already under electrophysio-
logical study (Picton et al. 1981) suggest it lies above the brain stem level.

This introduction of the concept of modulators and their classification into three
types attempts a synthesis of the information presently available. At the least, it may
encourage the search for additional dynamic events complicating the processing of
sensory information. At best, it could correctly characterize three major modulatory
mechanisms of which perhaps only one (the sleep-related modulator) has heretofore
been even suspected to exist. The most intriguing possibility is that these three mod-
ulators that so clearly introduce lability into SSRs may be related to the modulatory
mechanism(s) that alter EP amplitudes in behavioral situations where, for instance,
animals orient and people detect words misplaced in a sentence.

4.2.4 Behavior Correlations

Just as thinking is divided over whether the EEG and stimulus-locked potentials such
as SSRs are related in any interesting or important way to the brain activities under-
lying behavior, so opinions are likely to differ on what, if anything, modulator activ-
ities have to do with behavior. Certain possibilities do exist, however, and we will
discuss them briefly.

Alertness, Attention. It has been suggested in our laboratory that the minute rhythms
might signal, or reveal. “microshifts” in alertness or attention, and it is intuitively ob-
vious that “macroshifts” might well take place during the large movements in SSR
measures that take place during dozing and awakening. Unfortunately, our tests of
the first idea are so far inconclusive and we have as yet no information on the second.
As for the stimulus-dependent modulator defined in the contralateral noise experi-
ment, it seems unlikely it will turn out to be directly involved with alertness or atten-
tion.

Performance. The fact that correlation coefficients comparing minute rhythms at
different scalp sites vary over time (Figs. 13 and 14) suggests the hypothesis that
these coefficients may index speed, accuracy, or some other variable aspect of
human performance. For instance, performance level might turn out to be highest
(or lowest) whenever minute rhythms fall closely into phase at all scalp locations.
This idea is reminiscent of John’s “neurometrics” approach (John et al. 1977); to
explore its possibilities would require application of the factor analysis and related
statistical techniques developed by him, Adey, and Freeman, among others, for un-
covering subtle and complex relationships among evoked potential and EEG events
simultaneously recorded at many scalp sites. We have not yet implemented these
procedures for application to our high-rates probe studies.

Perception. The central suppression results (Figs. 10, 11) identify physiologically an
apparently new class of interaural interactions within the brain. We have therefore
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tried introspectively to detect an auditory experience associated uniquely with this
alteration in the physiology. In the ipsilateral masking condition, the probe-response
changes parallel, to a good first approximation, both the sensation of noise growing
progressively in intensity and the partial masking of the signal going on at the same
time. However, when the noise is introduced into the ear contralateral to the probe,
the only obvious change is that the listener now perceives two sounds instead of only
one, It is possible but we think not likely that the physiological changes index these
perceptual differences only. If the physiological changes are related to “central
masking” (Zwislocki 1973) or to loudness enhancement (Elmasian et al. 1980) we
have not as yet detected any probe threshold or loudness change that would supply
the link. We continue, therefore, to search for psychophysical or psychological ex-
periments in which perception is found to be altered when the stimulus conditions
described here are duplicated.

4.2.5 Summing Up

These experiments have not uncovered any relationship of the sort discussed in the
Introduction between spontaneous and driven brain activity in the 40-Hz region.
They have, however, disclosed three ways in which the streams of incoming sensory
information are modulated by physiological activities endogenous to the nervous sys-
tem. As yet behavioral correlations with the new physiological findings are meager.

5 Summary

Because a classical sensory pathway functions well even in deep anesthesia, some
people assume that no important changes take place in the flow of sensory messages
through the brain in the waking state. We present here a method that tests this as-
sumption. It uses a steady stream of stimuli to challenge the human nervous system
continuously for minutes or hours; every few seconds the potentials evoked by these
stimuli are extracted from the EEG, averaged, analyzed in the frequency domain,
and plotted. The results disclose that physiological activities modulate the stream of
incoming sensory information in at least three different ways:

1. The response amplitude cycles up and down spontaneously every minute or so;
these minute thythms characterize the responses to auditory, visual, and tactile
stimuli obtained from all adult subjects so far tested.

2. The response amplitude drops by 50% or more as a subject falls asleep and is
promptly restored with awakening; this modulation, correlated to date only with
sleep, is again found in all subjects and modalities.

3. The electrical response produced by tones delivered to one ear is modified by
contralateral noise too weak to produce masking; the flow of impulses initiated by
contralateral stimulation can either increase or decrease the response to the signal.

This account of the dynamic influences impressed upon sensory messages as they
penetrate the nervous system is unfortunately still far more descriptive (aan it is
analytic. Experiments are needed to show where in the nervous system these
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dynamic changes are introduced, what physiological mechanisms are involved, and
whether the modulations index interesting alterations in psychological state.
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