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Abstract

Objective: The error-related negativity (ERN) is an event-related potential (ERP) peak occurring between 50 and 100 ms after the

commission of a speeded motor response that the subject immediately realizes to be in error. The ERN is believed to index brain processes

that monitor action outcomes. Our previous analyses of ERP and EEG data suggested that the ERN is dominated by partial phase-locking of

intermittent theta-band EEG activity. In this paper, this possibility is further evaluated.

Methods: The possibility that the ERN is produced by phase-locking of theta-band EEG activity was examined by analyzing the single-

trial EEG traces from a forced-choice speeded response paradigm before and after applying theta-band (4–7 Hz) filtering and by comparing

the averaged and single-trial phase-locked (ERP) and non-phase-locked (other) EEG data. Electrical source analyses were used to estimate

the brain sources involved in the generation of the ERN.

Results: Beginning just before incorrect button presses in a speeded choice response paradigm, midfrontal theta-band activity increased in

amplitude and became partially and transiently phase-locked to the subject’s motor response, accounting for 57% of ERN peak amplitude.

The portion of the theta-EEG activity increase remaining after subtracting the response-locked ERP from each trial was larger and longer

lasting after error responses than after correct responses, extending on average 400 ms beyond the ERN peak. Multiple equivalent-dipole

source analysis suggested 3 possible equivalent dipole sources of the theta-bandpassed ERN, while the scalp distribution of non-phase-locked

theta amplitude suggested the presence of additional frontal theta-EEG sources.

Conclusions: These results appear consistent with a body of research that demonstrates a relationship between limbic theta activity and

action regulation, including error monitoring and learning.

q 2004 International Federation of Clinical Neurophysiology. Published by Elsevier Ireland Ltd. All rights reserved.
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1. Introduction

Self-monitoring of the consequences of action is an

important self-regulatory function. The identification of the

error-related negativity (ERN or Ne) by Falkenstein et al.

(1991) and Gehring et al. (1993) has proved to be one of the

more exciting discoveries in psychophysiological research

in the past decade. Over 50 studies of the ERN have been

published, and a number of fMRI studies have been inspired

by the ERN literature (Carter et al., 1998). However, the

significance of this signal remains controversial.

The tentative localization of the ERN generator to within or

near dorsal anterior cingulate cortex (ACC) (Dehaene et al.,

1994) was consistent with fMRI and positron emission

tomography literature implicating the ACC in executive

control. Subsequently, it was suggested that the ERN is not an

index of error monitoring per se, but rather an index of

response conflict monitoring in the ACC (Carter et al., 1998).

There is supporting evidence for both the error monitoring and

conflict monitoring views (see Luu and Tucker, 2003).

An alternative and more general view is that the

ERN may index affective evaluation, of errors in
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particular and of action outcomes in general (Luu et al., 2003;

Vidal et al., 2000).

Less well known is evidence that the ERN may arise in

large part from error-induced phase consistency of ongoing

midline frontal theta (4–7 Hz) EEG activity (Luu and

Tucker, 2001; Makeig et al., 2002). A clue to this possibility

was the observation that the ERN may be both preceded and

followed by positive and negative peaks in the ERP

waveform at approximately 200 ms intervals. Luu and

Tucker (2001) filtered the ERPs from a speeded response

task within a 4–12 Hz bandpass. The ERN at frontal midline

sites then appeared to be part of a 2–3 cycle midline

oscillatory phenomenon. In error trials, the ERN was

accompanied by theta-band EEG activity recorded above

motor cortex. Preliminary independent component analysis

(ICA) by Makeig et al. (2002) of the same data revealed that

the largest independent EEG component contributors to the

ERN produced oscillatory activity in the theta-frequency

range. In another study, a midline frontal theta-source model

inspired by the magnetoencephalography (MEG) study of

Asada and colleagues (1999) was shown to account for the

ERN at medial frontal scalp sites (Luu et al., 2003).

Although the possible relationship between the ERN and

limbic theta rhythms has not been discussed in the recent

ERN literature, such a relationship was anticipated by

findings by Gevins and colleagues over a decade ago.

Gevins et al. (1989) found that when subjects were provided

with an error feedback signal, theta-band activity over

midline frontal sites became correlated with theta-band

activity over left lateral frontal sites. This pattern of results

was not observed following feedback for correct perform-

ance. This difference emerged approximately 280 ms after

onset of the feedback stimulus. We have observed a similar

midline frontal theta response in the same time period, when

subjects are provided with feedback about their perform-

ance. It is possible that this effect is intimately related to the

appearance of the ERN (Luu et al., 2003).

The recognition that ERP components may result from

relative phase consistency, with respect to stimulus delivery,

of ongoing EEG rhythms is not new. In 1974, Sayers et al.

(1974) noted that auditory ERPs could be evoked by stimuli

that produced no increase in EEG power. Basar and colleagues

(1998, 1992) have also proposed for many years that ERP

components can reflect the summing up of phase-aligned

oscillatory EEG activity. Recently, Makeig et al. (2002b)

demonstrated how familiar visual ERP features, in particular

‘alpha ringing’ as well as portions of the visual N1, could arise

from induced statistical post-stimulus phase imbalance in

ongoing alpha and theta rhythms sometimes termed partial

phase locking or phase resetting. In that study, the same spatial

sources were identified by ICA as contributing theta- and

alpha-band features to both the averaged ERP and the ongoing

pre-stimulus EEG. In particular, Makeig et al. (see their Fig. 4)

concluded that transient and partial ‘theta ringing’ of

midfrontal theta-EEG sources contributed strongly to the

early visual N1 potential recorded over frontal scalp sites.

However, many researchers who study averaged ERPs

may remain unconvinced by applications of frequency-

domain methods to characterize dynamics of evoked

responses. As is well-known, bandpass filtering may

introduce artifacts including ringing from non-oscillatory

transients. Although signal processing methods can quantify

oscillatory features, visual inspection of single-trial traces

may also be useful for studying the signal context in which

the ERN emerges.

In this report, we extend the findings of Luu and Tucker

(2001) and the preliminary report of Makeig et al. (2002) by

demonstrating, first by visual inspection of unaveraged

single-trial records, that the ERN occurs during partially

phase-aligned bursts of theta waves in the ongoing EEG.

Next, inspection of mean theta-band activity in individual

trials confirms that error responses are associated with a

period of increased theta activity just prior to and following

the behavioral response. Because much of this activity is not

reliably phase-locked to the motor response, it is not visible

in the response-locked ERP.

We separately assess the phase-locked and non-phase-

locked EEG data associated with correct and error responses,

and show that the ERN may well result in large part from

summation of brief, partially phase-locked post-response

theta bursts, whose mean amplitude increase is larger and

longer-lasting following error responses. We note results of

another experiment showing that brief theta bursts dominate

the frontal midline response during speeded selective

responding. Finally, we derive a multi-dipole model of the

ERN based on assumptions derived from previous evidence

and fit to the grand-average response data. While the model

accounts for much of the ERN waveform, it cannot account

for the full distribution of theta energy in the EEG following

the response. We discuss, therefore, the need for more

complete examination of the event-related EEG dynamics

accompanying and underlying the ERN.

2. Methods

2.1. Participants

Eleven participants were recruited from the University of

Oregon Psychology Department subject pool (9 males, two

females). Seven participants were right handed, the other 4

left handed. The mean age of the group was 19 ðSD ¼ 1:04Þ:

Participants gave informed consent and participated in the

study as partial fulfillment of course requirements. All

participants had normal or corrected-to-normal vision and

none reported taking medications or drugs. Prior to

application of the Geodesic Sensor Net (Electrical Geode-

sics, Inc.), participants filled out several brief mood

questionnaires. After participants were prepared for EEG

recording, they were seated 60 cm in front of a computer

monitor; a chin rest controlled distance and alignment and

minimized head movements. To motivate participants to
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perform well, they were informed that an ‘A’ feedback

letter, awarded for quick, correct responses, would be worth

4 points, ‘C’ feedback, awarded for average-latency correct

responses, would be worth two points, that a late-response

‘F’ earned no points, and an ‘E’ (error) would result in a loss

of two points. At the end of the study, subjects were paid a

monetary bonus proportional to their accumulated point

total.

2.2. Task

The task employed in this study is similar to methods

developed by Derryberry to provide emotional feedback not

directly related to response correction (Derryberry, 1990,

1991; Luu et al., 2003). In each trial, the performance

feedback reflected subject performance on the 5th previous

trial. Each trial (number N) thus began with a (2 £ 1.5 cm2)

feedback signal (a letter A, C, F, or E) replacing the fixation

square. In the first 5 trials of each block, an (meaningless) X

was presented. Thereafter, the feedback letter reflected

performance on trial N 2 5: The subjects were informed of

the delayed nature of the feedback, whose purpose was to

minimize the degree to which expectancy and performance

in one trial would influence performance on the next trial.

Five hundred milliseconds after feedback onset, a white

target arrow (1.3 £ 1.6 cm2) appeared 8 cm to the left or

right of the feedback letter.

Participants were instructed to respond to the target

arrow by pressing a button with the hand indicated by the

direction in which the arrow pointed. Arrows pointing in the

same direction as the visual field (left or right of feedback)

were termed to constitute compatible response demands,

while arrows pointing in the direction opposite to the visual

field in which they appeared constituted incompatible

response demands. For example, a correct incompatible

response was a button press with the index finger of the left

hand in response to a leftward pointing arrow appearing to

the right of the feedback, and an error was a response made

with the right index finger. The number of compatible and

incompatible response trials were equal. Immediately after

the response, the feedback and target stimuli were replaced

with the fixation square. Intertrial interval varied randomly

between 1.5 and 2.5 s.

The study consisted of 800 trials presented in 8 100-trial

blocks. Four hundred trials used an ‘Easy’ cutoff response-

time criterion to determine the letter-grade feedback,

whereas the other 400 trials used a ‘Difficult’ cutoff

response-time criterion. The order of these criteria con-

ditions was counterbalanced across subjects. The feedback

letter for each trial was determined by comparing subject

reaction time (RT) on each trial to criteria derived from the

RT distributions of compatible and incompatible responses,

respectively, during the previous block of 100 trials. In the

Easy cutoff condition, correct responses quicker than the

34th percentile of each distribution received an ‘A,’ those

slower than the 66th percentile received an ‘F,’ and those

falling between these thresholds received a ‘C.’ The

Difficult cutoff condition divided the RT distribution into

3 similar but unequally distributed percentile bands (25, 25

and 50%). The cutoff criterion used during the first 100-trial

block was determined from a set of practice blocks in which

subjects were presented with separate blocks of 40

compatible and 40 incompatible trials. The first 10 trials

from each practice block were used to orient participants to

the task and were not included in determining the initial

cutoff criteria.

2.3. EEG Recording

EEG was recorded from 128 scalp sites using the

Geodesic Sensor Net (Tucker, 1993). All electrode

impedances were brought below 50 KV before recording.

All channels were referenced to Cz and collected using a

0.1–50 Hz bandpass. Signals were sampled at 125 samples/

s and digitized with a 12 bit A/D converter.

2.4. ERP and EEG Analysis

The continuous EEG data were filtered with a 4–7 Hz

bandpass using a finite impulse response (FIR) filter with

zero phase distortion. The filter was set with a pass band

attenuation of 0.1 dB and stop band attenuation of 40 dB

with a 4 Hz transition band. Trials time-locked to correct

and error responses were then extracted from the wide-band

(0.1–30 Hz) and theta-band (4–7 Hz) filtered data. At this

stage, all trials were corrected for ocular artifacts using the

method of Gratton et al. (1983). After removal of ocular

artifacts, the data were analyzed for additional artifacts. For

theta-band data, trials with 10 or more channels recording

voltage deviations exceeding 50 mV (absolute) or 25 mV

(sample-to-sample difference) were excluded from the

average. On those trials with fewer than 10 such channels,

the ‘bad-channel’ data were replaced using spherical spline

interpolation of neighboring channel values (Perrin et al.,

1987). Prior to averaging the data, each trial was re-

referenced to the average of all of the sensors at each time

point. Finally, the correct and error trial subsets were each

averaged.

Mean theta activity both time locked and phase locked to

the responses were assessed in the resulting response epochs

by response averaging. To determine the non-phase-locked

theta-band activity, the theta-bandpassed ERP for each

subject was first subtracted from each of the subject’s theta-

bandpassed EEG data trials. The remaining single-trial data

were then rectified prior to averaging to assess the mean time

course of non-phase-locked theta amplitude across the trials.

2.5. ERP source analysis

Source analysis of the generators of the theta-band ERPs

was based on results of previous analysis that suggested the

ERN is related to one or more a frontal midline theta (fMT)
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processes (Luu and Tucker, 2001; Luu et al., 2003). Asada

et al. (1999) found that two midline MEG sources

coherently active in the theta band with a phase difference

were required to account for the appearance of fMT during

mental arithmetic. The first two authors tested this model on

another ERN EEG data set and found that, indeed, two theta

dipole sources approximately 508 out of phase could also

account for the theta-bandpassed ERN (Luu et al., 2003).

Here, source analysis was performed using BESA 2000

software (MEGIS, 2000), which localizes equivalent dipole

sources in a 4-shell, ellipsoidal head model. We have

recently reported finding possible bilateral insular sources

of an ERP component related to the ERN in 256-channel

EEG recordings (Tucker et al., 2004). The present data were

collected with a 128-channel array that did not cover lateral

inferior head sites, making it difficult to identify activity

from peri-insular sources. To test these data for potential

ERP contributions from the insula, we first placed

symmetric dipoles in the insular region of the BESA

model we fit to the ERP. Next, we modeled the bilateral

stimulus-related activities over occipito-parietal regions

using bilaterally symmetric sources, fitting them in a pre-

ERN time segment in which their ERP activity peaked.

Finally, two central dipoles were added to model the ERP

data from the button press to the peak of the ERN. Different

anatomical starting points for these dipoles were used to test

the reliability of the solution. We modeled the remaining

data until the residual variance across all 128 channels was

below 5% (see Section 3).

3. Results

3.1. Behavioral analyses

Analysis was conducted on the reaction time data with

stimulus Compatibility (compatible, incompatible) and

Response Type (correct, error) as within-subjects factors

and subject Handedness as a between-subjects factor.

Handedness was not a significant factor nor did it interact

with any other factor. There was a significant Compatibility

X Response Type interaction, Fð1; 9Þ ¼ 35:7; P , 0:001:

Simple effects analysis showed that for correct trials,

incompatible responses were associated with longer RTs

(366 ^ 38 ms) than compatible responses (344 ^ 39 ms),

Fð1; 10Þ ¼ 11:9; P , 0:007; and incompatible error respon-

ses, trials were associated with shorter RTs (279 ^ 24 ms)

than correct incompatible trials (330 ^ 33 ms),

Fð1; 10Þ ¼ 53:4; P , 0:001: This later simple Response

Type effect is explained by the fact that for incompatible

trials, errors are essentially compatible responses, while for

compatible trials, errors are incompatible responses.

An analysis was conducted for error count with Response

Type as the within-subjects factor and Handedness as the

between-subjects factor. Handedness did not interact with

Compatibility. There was a main effect for compatibility;

subjects made more errors when the response-stimulus

mapping was incompatible, 62.6 (^45.8) (15.6%), than

when the response-stimulus mapping was compatible, 26.1

(^6.6) (6.5%), (Fð1; 10Þ ¼ 14:8; P , 0:004). These results

are consistent with previous ERN studies using speeded

response compatibility tasks.

Behavioral data were also compared in the Easy and

Difficult cutoff conditions. As in a previous experiment

(Luu et al., 2003), this feedback manipulation did not effect

response speed or accuracy. Therefore, for the EEG

analysis, data from both conditions were collapsed.

3.2. Error-related ERP features

Fig. 1A–C shows the grand average ERP data at channel

Fcz. As can be seen in Fig. 1A, approximately 70 ms after

the button press error responses are followed by a larger

ERN negativity than correct responses, whose average also

exhibits a small negativity as reported by a number of

researchers (Luu et al., 2000b; Vidal et al., 2000). Fig. 1B

shows the same ERP traces filtered with a 4–7 Hz (theta)

bandpass. To more clearly show the effects of the theta-

bandpass filter, the theta-filtered and 0.1–30 Hz filtered

error response ERP waveforms are superimposed in Fig. 1C.

The effect of the filter is to isolate the ERP contents in the

theta-frequency range. In addition to eliminating high

frequency portions of the ERP, theta-band filtering also

eliminates low frequency features. Both in the grand

average and in many single-subject averages there is a

slow negativity prior to the response (reminiscent of a motor

preparatory potential or contingent negative variation) and a

slow positivity after the response; for error trials this is

termed Pe. The theta-bandpassed ERP accounts for ,57%

of the ERN peak amplitude and matches precisely the

width of the wide-band ERN deflection at this channel.

Fig. 1D–F show the topographic distributions of time-

varying negativity at the 3 time points marked by the

similarly labeled arrows in panel 1B, plus the location of the

studied channel (Fcz).

To allow inspection of the ongoing EEG underlying the

ERN, randomly selected (every 5th trial) wide-band single-

trial EEG data at the same frontal midline scalp site (Fcz)

from 4 subjects (selected at random) are presented in

Figs. 2–5. Figs. 2A–5A show 10 such error trials, with

(dark traces) and without (light traces) theta-bandpass

filtering. Although the ongoing EEG waveforms are

complex, the majority of the pre-response trial intervals

contain appreciable theta activity that appears to visual

inspection as irregular waves with a frequency varying in

the 4–7 Hz range. Immediately after the button press, a

negative-going EEG deflection can be seen clearly in most

error trials in the unfiltered data. This ERN activity appears

to arise in part from partial post-response phase consistency

of theta activity, which appears to be more prevalent after

the motor response. The phase alignment appears to be
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maximal at the dotted line after the button press that marks

the time of the ERN peak.

Figs. 2B–5B show averages of the theta-band and

wide-band filtered error trials for each subject. Note that

in these individual subject averages about half the peak

amplitude of the ERN again appears to be produced by

theta activity, much of the remainder being associated

with much higher-frequency activity. The succeeding Pe

peak of the error-related ERP also is visible in some

single trials (e.g. the 3rd and 9th trials in Fig. 2A, and

most trials in Fig. 5A). The filtered data show that most

of the energy of the Pe is not concentrated in the theta

band but rather in the slower delta (1–3 Hz) band.

Effects that survive averaging across trials (whether theta

filtered or not) represent activities that are, statistically,

partially phase-locked to the time-locking experimental

event (the button press). For example, a post-response peak,

no matter how large that was alternatively positive and

negative in successive trials would not be phase locked to

the stimulus, and could not contribute reliably to the ERP.

At other pre-response time points (for example, the point

marked by the leftmost dashed lines in the colored panels of

Figs. 2A–5A), theta activity in different trials has no

preferred phase and therefore produces no ERP peak in the

averaged data (cf. Figs. 2B–5B).

3.3. Event-related EEG dynamics

Fig. 6A shows the grand-average of the rectified

bandpassed single-trial data at Fcz, representing total theta

activity (i.e. either phase-locked or not phase-locked to the

motor response). The increase in theta power in error trials

lasts from approximately 100 ms before to 600 ms after the

button press. Fig. 6B shows the mean time course of phase-

locked theta amplitude in the grand-mean ERP. Peak theta

amplitude occurs during the return phase of the ERN, at about

100 ms. Fig. 6C shows the grand average time course of non-

response-locked theta activity remaining after subtracting

the single-subject response-locked ERP activity from each

trial. It should be noted that Fig. 6B shows the peaked nature

of the phase-locked activity (i.e. ERP). Fig. 6C shows the

mean amplitude of single-trial theta activity remaining after

removing the ERP from each trial. The data shown (in

Fig. 6C) is scalloped at the theta frequency.

In both Fig. 6B and C, about 200 ms before the response

the time courses of theta activity in correct and incorrect

responses begin to diverge. At about the time of the button

press, about 40% of the theta activity at Fcz becomes phase-

locked to the response, creating the theta-band ERP and

contributing to the ERN (Fig. 6B). The ‘spiky’ appearance of

the error-response (dark) amplitude trace in Fig. 6B (see dots)

Fig. 1. (A) Grand average waveforms for correct and error responses from 11 subjects at site Fcz (circled in D). (B) Responses in A after theta-band (4–7 Hz)

filtering. Arrows at the negativities around the ERN peak point to time points whose scalp maps are shown in D. (C) The grand-mean error-response ERP

before and after theta-band filtering. (D) Interpolated scalp maps at negative peaks of the theta-band ERP in B. Orientation of the maps: from above looking

down, nose pointing up. White circles: location of the Fcz electrode.
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reflects the relative phase consistency, across subjects, of the

theta-band ERPs. Subtracting the theta ERP from each trial

thus produces marked ‘dents’ in the non-phase-locked

amplitude time course (Fig. 6C, see dots). Both the

response-locked theta that contributes to the ERN, and the

theta-band EEG not phase-locked to the response are larger

in error trials. However, the increase in non-phase-locked

theta activity (Fig. 6C) following error responses occurs later

and persists up to 400 ms after the response.

3.4. Statistical analysis

Paired one-tailed t tests were conducted on the theta-

bandpassed data to confirm that error responses at the Fcz

sensor were associated with a larger ensuing negative

potential (the ERN) than correct responses. The ERN was

measured as the average amplitude of the voltage data in the

interval between 50 and 100 ms after button press relative to

theaveragepotentialof the2400to2200 ms intervalprior to

the button press. As expected, error responses were associated

with a larger negativity than correct responses (tð10Þ ¼ 5:18;

P , 0:001), replicating previous ERN findings.

To statistically analyze the non-phase-locked data, we

took the average of non-phase-locked theta amplitude

(Fig. 6C) in successive 100 ms intervals from 200 ms

before button press to 400 ms after button press. For this

analysis, fMT was measured at two frontal midline sites

(Fz and Fcz), again referenced to its average value in the

interval 400–200 ms before the button press. A repeated-

measures ANOVA with 3 factors, Time Interval, Site

Fig. 2. Subject 1. (A) Waveforms of randomly selected single error response trials at site Fcz before (thin line) and after (thick line) theta-band filtering. Solid

vertical line marks time of button press. Dashed line marks a arbitrarily selected time point before the response, dotted line marks the ERN peak latency.

(B) Average of all the subject’s error trials before (thin line) and after (thick line) theta-band filtering. Arrows at the negativities around the ERN are the time

points shown in maps C–E. (C–E) Scalp maps of potential distribution at negative peaks of the theta-band ERP. White circles: site Fcz.
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(Fz, Fcz) and Response Type (Correct, Error), was

conducted to examine (1) whether error responses were

associated with significant changes in non-phase-locked

fMT compared to correct responses, and (2) whether this

fMT difference extended beyond the ERN time window.

The latter test is relevant for determining whether the phase-

locked ERN waveform could be said to contribute much or

all of the extra energy at the theta frequency independent of

any non-phase-locked theta-band process. Geisser–Green-

house correction was applied where appropriate.

In all intervals, the Site factor exhibited no statistically

significant differences. However, the analysis revealed

a significant Time Interval by Response Type interaction,

Fð5; 50Þ ¼ 10:8; P , 0:001 (Giesser – Greenhouse

epsilon ¼ 0.468, see Fig. 7). To explore the interaction,

Response Type was analyzed for each time interval.

The response-type difference in theta amplitude was not

significant in the [2200 ms, 2100 ms] interval. Between

2100 ms and the button press, there was a trend for correct

responses to be associated with more non-phase-locked

theta activity (Fð1; 10Þ ¼ 4:0; P , 0:08). In the interval

between button press and 200 ms post-button press, the

analysis revealed no statistically significant difference in

non-phase-locked theta amplitude. As Fig. 7 shows, after the

button press, in both the [200 ms, 300 ms] and [300 ms,

400 ms] post-response intervals, non-phase-locked theta

amplitude was larger following error responses

ðFð1; 10Þ ¼ 8:3; P , 0:02 and Fð1; 10Þ ¼ 35:3; P , 0:001;

respectively).

Fig. 8a shows the scalp distribution of grand-mean

amplitude of non-phase-locked theta activity before, at and

after the ERN peak. The EEG theta amplitude maximum at

Fig. 3. Randomly selected single trials for a second subject, as in Fig. 2.
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about 100 ms is at mediofrontal sites, consistent with

previous research reporting the distribution of fMT

(Gevins et al., 1997). During the later period of theta excess

in the error trials (250–400 ms, cf. Fig. 6C), non-phase-

locked theta activity remains largest along the mediofrontal

electrode sites. At the ERN peak, the spatial theta-EEG peak

(Fig. 8) is anterior to the center of the ERN scalp

distribution (Fig. 1B). It should also be noted that

distribution of the midline theta activity does not topo-

graphically overlap with the distribution of the Pe (Fig. 8b).

3.5. ERP source analysis

Is the ERN largely a result of partial phase-locking of

theta-band EEG activity? It might be proposed that

the apparently oscillatory features of the filtered event-

related scalp data (e.g. Figs. 2–5) are artifacts of successive,

transient monophasic activations of multiple cortical

sources whose volume conducted activities are superposed

at the scalp electrodes at near-equal intervals so as to form

apparently oscillatory sequences. In this view, each peak

might have a different scalp and source distributions, and

each underlying cortical source would contribute to just one

ERP peak. To evaluate this possibility, we performed

equivalent dipole source analysis of the error-response ERP

waveform. In equivalent dipole models, each dipole is

essentially a spatial filter modeling the scalp projection of

neural activity from a cortical (or other) source region to the

scalp electrodes (Scherg and Berg, 1996). The multiple

dipole model used in the present source analysis consisted

Fig. 4. Randomly selected single trials for a 3rd subject, as in Fig. 2.
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of 7 equivalent-dipole signal sources: 3 midline plus two

bilateral pairs, insular, and temporal–parietal. After training

by iterative gradient descent, starting from their hypoth-

esized approximate locations, the 7-dipole model accounted

for approximately 95% of the variance of the 128-channel

grand-average response through the time interval from

200 ms before to 500 ms after the error response.

The 3 modeled midline dipole locations and orien-

tations are shown in Fig. 9A, superimposed on an average

MRI brain image. Unlike a previous report (Luu et al.,

2003) in which only two midline dipoles were required to

model the ERN, the present data required 3 midline

dipoles for a stable solution. Dipole 1 was located in the

vicinity of the marginal branch of the cingulate sulcus,

Dipole 2 in the region of the midcingulate shown to be

engaged in error monitoring and feedback evaluation in

several experiments (see Tucker et al., 2004). Dipole 3

was located in the rostral ACC at the level of the genu of

the corpus callosum, consistent with Brodmann area 32.

Fig. 9C shows the projections of each of the equivalent

dipoles to the electrode array (common units, relative

mV), together with the total theta-band ERP at the Fcz

peak of the ERN, which they model. Fig. 9B shows the

theta-band limited activity time courses (or moments) of

these dipoles. All 3 midline dipoles have larger phase-

locked theta-ERP activity following errors, particularly

near the ERN peak (occurring, for site Fcz, at the dashed

line). Note that, here, none of the 3 modeled midline

dipoles occupies the dorsal anterior cingulate region per

se, and might thus not account for the more anterior scalp

distribution of the ‘excess’ non-phase-locked theta after

the button press (Fig. 8).

Fig. 5. Randomly selected single trials for a 4th subject, as in Fig. 2.
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Locations, scalp projections and activity time courses

of the two modeled insular sources are consistent with

the previously reported 256-channel results. The peaks of

the activity of the two insular sources do not occur

concurrently with the peak of the ERN. Because of this

fact, and their lateral orientations, the insular model sources

do not contribute substantially to the fronto-central

topography of the scalp ERN.

4. Discussion

4.1. ERN and theta-band EEG

The results presented here are consistent with the

hypothesis that the ERN in averaged data emerges in part

from the stronger phase-locking of midline EEG activities to

the motor response following error responses, particularly in

the theta-frequency band. Luu and Tucker (2001) observed

energy in the theta-filtered ERP over the frontal midline and

over motor cortex for both correct and incorrect trials. The

midline theta ERP, containing the majority of the ERN, was

correlated with the average waveform recorded over motor

cortex when errors were committed. Makeig et al. (2002)

noted that for each subject tested, two or more independent

components of the unaveraged EEG data from an ERN

experiment showed increased theta amplitude following the

motor response which was larger and appeared more phase

consistent following error responses.

The present study extends the previous ERP analysis in

several ways. Here, the EEG data were filtered with a 4–7 Hz

bandpass prior to epoch segmentation and averaging. This

allowed identification of ERN-related theta-band EEG

activity in randomly selected collections of single trials. By

using a zero-phase distortion FIR filter, the phase of the data,

and so the latencies of the data peaks, were preserved, and the

relation of oscillatory EEG dynamics to the partially phase-

aligned signal producing the theta-band limited averaged

ERP was visible in single-trial subsets. By filtering the EEG

data before averaging, the single-trial traces could be

examined for theta wave patterns not phase-locked to the

motor response, which thus did not survive averaging.

Inspection of single-trial traces did not reveal large

distortions introduced by filter ringing at the edges of the

ERN. Finally, by separating the phase-locked and non-phase-

locked features of the theta-band activity, the relation

between the dynamics of ‘background’ theta-EEG activity

and the ERN feature of the average ERP could be explored.

As shown in Figs. 2–7, the negative peak of the ERN in

the response-locked averaged waveforms was not the only

feature discriminating error from correct response trials.

Rather, following error responses, in some trials there was a

transient increase, relative to the pre-response baseline, in

the amplitude of theta activity. Careful inspection of filtered

and unfiltered single trials (Figs. 2–5) shows intermittent

theta activity both before and after the response in both

correct and error trials. The theta-band portion of the ERN

in the trial average appeared to emerge from a brief and

partially consistent phase-alignment of the increased theta

activity following the motor response. While the partial

Fig. 6. (A) Grand average time courses of mean rectified, theta-band

amplitude at Fcz in correct and error response trials. (B) Grand average time

courses of mean rectified, theta-band amplitude in the single-subject

averaged correct and error response ERPs at Fcz. These data measure only

the theta activity at Fcz that was phase-locked to the motor response.

(C) Grand average time courses of rectified, theta-band amplitude at Fcz in

correct and error response trials after subtracting the relevant subject-mean

ERP from each trial. These data represent theta activity at Fcz not phase

locked to the button press.
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phase-locking and extended theta amplitude increase both

contribute to a negative-going deflection that survives

averaging to form the negative wave recognized as the

ERN, the partial phase-locking is primarily responsible.

Note that the amplitude of the theta-band ERP (Fig. 6B) is

smaller than baseline theta-EEG amplitude (Fig. 6A).

To date, ERN research has studied averaged (usually,

grand-averaged) ERP data. However, a recent report by

Brázdil et al. (2002) presented data averaged over very few

trials. Inspection of their Fig. 4 shows that the ERN appears to

be closely associated with brief bursts of theta activity,

similar to the association seen in the unaveraged trials of

Figs. 2–5. The theta-band error-response locked ERP (Fig.

1B) also strongly resembles a two-cycle theta-burst feature

that dominates the wide-band single-trial data and response-

locked ERP at frontocentral sites in a visual selective

attention task (Makeig et al., 2004; Makeig et al., submitted).

In this report, the authors applied ICA decomposition to the

unaveraged EEG data and found at least 4 classes of EEG

processes that contributed to the theta-burst ERP—two

frontal midline clusters plus left and right mu-rhythm

processes localizing to or near hand somatomotor cortex.

In the present data, both the theta-band ERN and the

amplitude of non-phase-locked post-response EEG were

maximal at medial frontal recording sites, consistent with

the notion that the ERN emerges in part from phase-

alignment of fMT EEG processes. The scalp distributions of

the theta-band ERN and remaining theta-band EEG were

somewhat different, suggesting that different theta-produ-

cing EEG sources may be phase-locked to the motor

response of different extents, thus contributing in different

proportions to the phase-locked (ERP) and non-phase-

locked data portions.

Although the ERN appears after the motor response,

Figs. 1B and 6B suggest that phase consistency of

EEG theta activity may begin before the button press.

Fig. 7. Mean non-phase-locked theta amplitudes in correct and error response trials (shown in Fig. 6C) at 100 ms intervals starting 200 ms before the button

press, with significant differences indicated.

Fig. 8. (A) Scalp maps showing the distribution of mean non-phase-locked

theta-band amplitude in correct and error trials at 3 time points. (B) Grand-

mean ERP scalp map at the Pe peak from the unfiltered error response

(Fig. 1A). White circles: location of site Fcz.
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In the phase-locked data, 100 ms before error responses

fMT bursts became partially phase-aligned to the

button press more strongly than before correct responses

(Figs. 1B and 6B). This is consistent with the interpreta-

tion that the theta-band portion of the ERN sums activity

of EEG processes contributing to the fMT increase,

rather than being a discrete, monophasic evoked response

whose generators are unrelated to the generation of other

EEG activity.

During the 200 ms interval following error responses,

mean non-phase-locked theta amplitude at the analysis site

(Fcz) was not significantly larger than following correct

responses (Fig. 6C). However, the time course of non-

phase-locked theta amplitude in this interval naturally

occurred near zero crossings in the theta ERP. If the ERN

were simply a transient added to unperturbed, ongoing EEG

following error responses, then the time course of total theta

amplitude (Fig. 6A) might be expected to be scalloped, and

removing the ERN from each EEG trial might be expected

to leave a relatively smooth non-phase-locked theta

amplitude curve like the smooth total amplitude trajectory

for error trials in Fig. 6A. Instead, the jagged characters of

the phase-locked and non-phase-locked post-error response

amplitude trajectories (Fig. 6B and C) and the smooth

character of the total theta increase (Fig. 6A) together

suggest that our separation of the data here into phase-

locked and non-phase-locked components does not produce

two physiologically distinct data subsets.

One might object that our ERP subtraction method did

not allow for between-trial amplitude and phase or latency

differences. A much more flexible or ‘generalized’ method

for separating ERP from ‘EEG’ data in single trials might

regress out the optimally time-shifted subject-mean ERN

from each trial, allowing for both amplitude and latency

Fig. 9. (A) Modeled locations of 3 midline dipoles fit to the theta-band correct and error response-locked grand mean ERPs and registered to an average MR

image. (B) Source ERP waveforms for the 3 midline dipoles. (C) Scalp maps showing the relative projections of the 3 dipoles, above a scalp map of the grand

mean theta-band error response locked ERP at the ERN peak.

P. Luu et al. / Clinical Neurophysiology 115 (2004) 1821–18351832



differences between trials. However, as the theta-band ERP

(Fig. 1B) resembles a generic two-cycle theta wavelet, such

a generalized regression method might essentially model

and remove all theta band EEG from the single-trial data—

in effect redefining the EEG as a phase and amplitude

‘generalized ERP’ This would vitiate the distinction

between phase-locked and non-phase-locked data, and

thus between the ERP and the ongoing EEG, and would

essentially accede to our claim, here, that the average ERN

and post-response theta-band EEG bursts in single trials are

intimately related.

Might some other single-trial ERP separation method be

more reasonable? Unfortunately, the ERP (and thus, the

ERN) is defined as a trial average, and is in general not

defined in single trials (Makeig et al., 2004). This truism is

particularly important for ERP features with oscillatory

content. If:

1. The ERN and fMT reach the same scalp channels

through volume conduction,

2. The ERN and fMT both have much of their energy in the

theta band, and

3. The ERN occurs on the up-slope of an 800 ms period of

increased fMT activity that is not wholly accounted for

by the ERP, and if

4. The ERN is not defined in single trials,

then it is unreasonable to reject the possibility, at least, that

the theta-band energy in the theta-band content of the ERN

is intimately linked to perturbations of fMT amplitude and

phase in single trials following error responses.

That non-phase-locked theta activity differs following

correct and error responses challenges a common assumption

that non-phase-locked EEG, in this case fMT activity,

eliminated by the averaging process is merely background

noise. Clearly, the considerable research literature linking

fMT to concentration does not support such a dismissal

(Givens, 1996; Mizuki et al., 1980; Sasaki et al., 1996;

Slobounov et al., 2000). However, further research is required

to definitively address this issue. Proving that no such link

exists between ERN and fMT may be difficult, particularly

without considering relationships between the spatiotem-

poral distributions of the ERN and fMT. Single scalp-channel

data are the sum of potentials volume conducted from many

cortical domains. Most desirable, therefore, would be

separation of ongoing EEG activity into contributions from

separate cortical source regions. This would allow non-

invasive study of event-related brain dynamics within the

brain, without requiring the possibly artificial separation (as

here) of phase-locked and non-phase-locked data portions.

4.2. ERN and fMT sources

The EEG is a spatiotemporal sum of volume-conducted

potentials originating from multiple cortical sources—

domains or patches whose electrical activity is partially

synchronized and suitably oriented to reach the scalp

electrodes through volume conduction. The biophysical

inverse problem of determining the physical source

distribution of a given set of scalp maps is underdetermined.

Therefore, additional information or hypotheses are

required to fit a source model to EEG data. The present

equivalent dipole source model was derived from a mixture

of exploratory and confirmatory approaches. Previous

research using a purely exploratory approach has also

reported ACC territory sources for the ERN (Dehaene et al.,

1994; Luu et al., 2000a; van Veen and Carter, 2002).

Because of the spatiotemporal complexity of the grand-

average ERP data, multiple midline sources are necessary to

model the grand-average ERN data (Luu et al., 2003).

Rüsseler et al. (2003) also found that a two-dipole solution,

one in the ACC and another in the posterior cingulate

cortex, was required to account for the activity of the ERN.

Consistent with these prior findings, equivalent dipole

source analysis of the present data required multiple cortical

sources to model the theta-band ERN, and the waveforms

associated with the theta-band ERP contributions of these

dipoles showed a two (or more) cycle pattern of phase

locking (most likely partial) to the button press (Fig. 9).

The observation that the portions of the band-limited

ERP accounted for by the modeled dipole sources also

exhibited oscillatory features in single trials (Figs. 2–5)

provides further though limited support for the hypothesis

that theta-band activity plays a role in self-monitoring

processes occurring in the cingulate gyrus and/or adjacent

medial cortex. Although transient, monophasic deflections

in sensory cortical areas, conventionally considered to

generate ERPs, might occur in sensorimotor paradigms, the

ERN appears to be related to transient oscillatory fMT EEG

processes. It seems likely that similar responses, for

example, the medial frontal negativity or MFN following

evaluative feedback (Gehring and Willoughby, 2002; Luu

et al., 2003), may have similar origins.

However, hypothesis-guided multi-dipole models of

ERP dynamics cannot claim to be unique. In particular,

fitting only the relatively small portion of the theta-EEG

energy captured by the ERP, as we have done here, may

strongly bias the source model. While our model demon-

strates that there must be multiple near-midline sources of

the theta-band portion of the ERN, the full distribution of

those sources may not be captured by a model trained only

on the ERP. In particular, the 3 midline dipoles in our model

(Fig. 9A) appear to be rostral and posterior, respectively, to

the dorsal anterior cingulate cortex territory often shown to

be active in response error-related fMRI comparisons

(Garavan et al., 2004; Ullsperger and von Cramon, 2001),

and to the (Fz) maximum of the non-phase-locked theta

amplitude increase (Fig. 8).

Although not a source analysis method, the Laplacian, a

second derivative measure, estimates scalp current density

(CSD). The Lapalacian is most sensitive to superficial,

radially oriented sources. Visual inspection of CSD can be
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useful for checking the plausibility of computed source

locations. At the suggestion of a reviewer, we examined the

scalp distribution of the CSD for each dipole. In order of

CSD strength, Dipole 1 showed a clear current source sink

along mediofrontal sites followed by the activity of Dipole 2

at frontal recordings sites. In contrast, activity of deeper

Dipole 2 contributed very minimally to the CSD, although it

did contribute to the overall scalp voltage potential

distribution of the ERN. When we moved Dipole 2 forward

to more anterior ACC, the CSD of this source remained

weak, consistent with previous research using the Laplacian

to measure the ERN (Vidal et al., 2000). Interestingly, Vidal

et al. (2003) have recently reported that in the Laplacian

derivation the ERN can be observed as theta oscillations

along mediofrontal recording sites, consistent with our

previous resports (Luu and Tucker, 2001; Makeig et al.,

2002) and the present study.

Sources of theta activity in EEG and ERPs need not be

limited to the frontal midline. Because the 128-channel

array used here did not adequately sample potentials from

the inferior surface of the head, we drew upon a previous

256-channel EEG model (Tucker et al., 2004) and fMRI

studies (Menon et al., 2001) to seed dipoles in or near the

bilateral insular regions to act as spatial filters for activity

originating there. The orientations of these dipoles were

then fit to the data and accounted for residual energy in the

scalp potential that was not well-described by the other

model sources. While the contribution of the peri-insular

sources to the ERN itself was minimal, the modeled dipole

theta-band ERP contributions differed between correct and

error responses, as in the Tucker et al. study. Further studies

will be required to illumine the contribution of the insula to

error evaluation and action regulation.

5. Conclusion

If it proves possible to clarify the contribution of theta-

EEG activity to the ERN, there will be a number of

interesting theoretical implications for the functional

interpretation of the ERN. With respect to the error

monitoring view of the ERN, in primates the most reliable

method for eliciting hippocampal theta is withholding an

expected reward (Crowne and Radcliffe, 1975). Further-

more, hippocampal theta is more prevalent in the early

stages of learning, whereas it habituates in the later stages

(Pickenhain and Klingberg, 1967). These properties are very

similar to error activity recorded in single cells (Niki and

Watanabe, 1979) and to error potentials recorded in primate

ACC (Gemba et al., 1986). These facts, as well as the fact

that theta-EEG activity indexes different stages of learning

(Powell and Joseph, 1974), may foster a deeper under-

standing of the role of the ACC in error monitoring and

action control.

It is difficult to judge the implications of the present

findings for response conflict monitoring and other

interpretations of the ERN. Very likely, both response

conflict monitoring and more general error monitoring are

closely linked to affective control processes. Critchely et al.

(2003) found overlapping ACC fMRI activations following

response conflicts and simple motor acts, and reported that

the common activation was correlated with sympathetic

autonomic nervous system responses. Also, Kubota and

colleagues (2001) demonstrated that fMT increases are

correlated with heart rate changes. Therefore, the autonomic

visceral system activation associated with ACC activity

may, in part, help explain why conflicting response demands

and error responses are associated with larger fMRI BOLD

signals and ERN amplitude (Luu and Posner, 2003). The

recent demonstration of coupled theta activity in hippo-

campus and amygdala following a conditioned fear cue in

animals (Seidenbecher et al., 2003) suggests the possibility

of a more general role for cortical theta dynamics in

affective cognition.
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